
Introduction
The most likely equilibria

Modules of stability
Bibliography

Emergence of equilibria in games with random
payoffs
NMEK615

Lukáš Račko

5.12.2024

Lukáš Račko Emergence of equilibria in games with random payoffs



Introduction
The most likely equilibria

Modules of stability
Bibliography

Contents

1 Introduction

2 The most likely equilibria

3 Modules of stability
Bibliography33

Lukáš Račko Emergence of equilibria in games with random payoffs



Introduction
The most likely equilibria

Modules of stability
Bibliography

Game with random payoff

Definition
By a game with random payoff on a probability space (Ω,A,P ) we
consider a triplet G = (I, {Xi}i∈I , {ui}i∈I), where I = {1, . . . , N} is a
fixed finite set of players, Xi is a set of (mixed) strategies of the
player i and ui(x) is A-measurable random variable, for each x ∈ X.
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On the probability space

Let X =×i∈I
Xi be the set of mixed strategy profiles. It follows

that X ≃ S ⊆ RK , where S =×i∈I
Si and

Si = {xi ∈ RKi |
∑

p∈Pi
xi(p) = 1, xi(q) ≥ 0, q ∈ Pi}, where

K =
∑

i∈I Ki is the number of different pure strategy profiles.
Natural choice is Ω = {u ∈ CN+(X) | ||u||CN+(X) ≤ 1}, where
||u||CN+(X) =

∑
i∈I supx∈X |ui(x)|. Since ui is linear on X it

follows that ui(x) =< ωi,x > +θi for some ωi ∈ RKi , θi ∈ R.
If we set θi = 0, i ∈ I we can construct a homeomorphism
H : CN+ → RK+ so that H(u) = (ui(pi))i∈I,p∈Pi ∈ RK+. From
which we can construct Ω equivalently as
Ω = {ω ∈ RK+ | ||ω||RK+ ≤ 1}.
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α-Best response

Definition
Let G = (I, {Xi}i∈I , {ui}i∈I) be a game with random payoff on a
probability space (Ω,A,P ) and αi ∈ [0, 1]. We define the set of best
response strategies on a confidence level of αi for the player i with
individual constraints, given strategy profile of other players
x−i ∈ X−i as

BRIαi
i (x−i) = {xi ∈ Xi | ∀p ∈ Pi : P (ui(xi,x−i) ≥ ui(p,x−i)) ≥ αi}.

Similarly we define the set of best response strategies on a confidence
level of αi for the player i with joint constraints, given strategy profile
of other players x−i ∈ X−i as

BRJαi
i (x−i) = {xi ∈ Xi | P (∀p ∈ Pi : ui(xi,x−i) ≥ ui(p,x−i)) ≥ αi}.

Lukáš Račko Emergence of equilibria in games with random payoffs



Introduction
The most likely equilibria

Modules of stability
Bibliography

α-Nash equilibria

Definition
Let G = (I, {Xi}i∈I , {ui}i∈I) be a game with random payoff on a
probability space (Ω,A,P ) and α = (αi)i∈I ∈ [0, 1]I be a vector of
confidence levels. We define the α-Nash equilibrium of the game G
with individual constraints as x∗ ∈ X such that
∀i ∈ I : x∗

i ∈ BRIαi
i (x∗

−i) and α-Nash equilibrium of the game G with
joint constraints as x∗ ∈ X such that ∀i ∈ I : x∗

i ∈ BRJαi
i (x∗

−i). The
set of α-Nash equilibria of the game G with individual constraints will
be denoted as α-INE(G) and similarly the set of α-Nash equilibria of
the game G with the joint constraints will be denoted as α-JNE(G).
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Existence and other nice properties

Theorem
Let G = (I, {Xi}i∈I , {ui}i∈I) be a game with random payoff on an
arbitrary probability space (Ω,A,P ) then:

1 (Existence) ∃α > 0 and x∗ ∈ X such that x∗ ∈ α-INE(G).
2 (Confidence monotonicity) ∀α ≥ α̂ it holds that

α-INE(G) ⊆ α̂-INE(G) and α-JNE(G) ⊆ α̂-JNE(G).
3 (Almost sure Nash equilibrium) If α = 1 then

α-INE(G) = α-JNE(G) = NE(G), where NE(G) is the set of
strategy profiles that are Nash equilibria up to some P -null set.

4 (No uncertainty equilibrium) If P = δω for some ω ∈ Ω (that is
scenario ω occurs with probability 1) then ∀α > 0 it holds that
α-INE(G) = α-JNE(G) = NE(G(ω)), where by NE(G(ω)) we
denote the set of Nash equilibria of the deterministic game with
payoff given by the scenario ω ∈ Ω.
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Unique confidence levels

Theorem

Let G = (I, {Xi}i∈I , {ui}i∈I) be a game with random payoff on a
probability space (Ω,A,P ). Then ∀x ∈ X there exists a unique
α ∈ [0, 1]I so that x ∈ α-INE(G) and ∀α̂ ∈ [0, 1]I with
x ∈ α̂-INE(G) it holds that α̂ ≤ α. Similarly, there exists a unique
α ∈ [0, 1]I so that x ∈ α-JNE(G) and ∀α̂ ∈ [0, 1]I with
x ∈ α̂-JNE(G) it holds that α̂ ≤ α.

We can define α(x) as the maximal levels α so that x ∈ α-NE(G).
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The Most likely equilibria

Definition
Let G = (I, {Xi}i∈I , {ui}i∈I) be a game with random payoff on a
probability space (Ω,A,P ). Denote
λ(G) = {α ∈ [0, 1]I | α-INE(G) ̸= ∅}. If x∗ ∈ α-INE(G) such that
∀α̂ ∈ λ(G) : α̂ ≱ α we will call x∗ the most likely equilibrium. The
set of most likely equilibria will be denoted as MLE(G). The MLE is
called non-degenerated if ∀i ∈ I : αi > 0 in this equilibrium. Set of
the non-degenerated equilibria will be denoted as MLE+(G). For a
x∗ ∈ MLE(G) we will write α(x∗) to denote the set of maximal
confidence levels on which x∗ is achieved.

The set of most likely equilibria is a set of efficient solutions of

max
x∈X

α(x).

Lukáš Račko Emergence of equilibria in games with random payoffs



Introduction
The most likely equilibria

Modules of stability
Bibliography

Learning the most likely equilibria

Restrict ourselves to the study of α-JNE(G). In this case, we want
to find the efficient values of ϕ : X → [0, 1]I defined as

ϕ(x) = (P [ui(x) ≥ ui(p,x−i), p ∈ Pi])i∈I .

This is ϕ(x) = E P f(x) = E P (I(ui(x) ≥ ui(p,x−i), p ∈ Pi))i∈I .
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Learning the most likely equilibria

By a repeated version of G we mean a collection of games with
random payoff Γ = {Gt}t∈N such that ∀t ∈ N : It = I,
∀i ∈ I : Xt

i = Xi and ∀{xt}t∈N ⊂ X the associated payoff process
{ut

i(xt)}t∈N is i.i.d..
During the play of the game, players learn the true value of P by
approximating it based on the empirical measure P T = 1

T

∑T
t=1 δωt ,

that is known at the round T + 1.
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Learning the most likely equilibria

Our question is whether

EF (ϕ̂T , X) → EF (ϕ,X), T → ∞, P −a.s., (1)

where ϕ̂T = E P T
f .
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Learning the most likely equilibria

If we take F0(x, ω; c) = − < c,f(x, ω) > then from (Römisch, 2003)
we have that

| min
x∈X

∫
F0(x, ω; c)dP (ω) − min

x∈X

∫
F0(x, ω; c)dQ(ω)| ≤ dF (P,Q),

where dF (P,Q) = supx∈X |
∫
F0(x, ω; c)(P −Q)(dω)|. Now the

question is whether dF (P ,P T ) → 0, T → ∞, P −a.s.? Or in other
words if the collection of functions F = {F0(x; c) | x ∈ X} is strong
Glivenko-Cantelli?
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Learning the most likely equilibria

We need to consider the Vapnik-Červonekis dimension of collection of
sets Ci(p) = {Ci(x, p) | x ∈ X}, where
Ci(x, p) := {ω ∈ Ω |ui(x, ω) < ui(p,x−i, ω)}. From the properties of
the VC dimension, it then holds that finite unions, intersections, and
complements of collections with finite VC dimensions have finite VC
dimensions. In this way, we may construct F as a collection of linear
combinations of indicators over sets with finite VC dimension. Such
collections of functions are strong Glivenko-Cantelli.
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What is the Vapnik-Červonekis dimension?
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Figure 1: Blue rectangle picks out subset {(2, 2), (2, 1)} from
{(2, 1), (2, 2), (4, 1)} but it is not possible to find values of x and y so that
[−∞, x] × [−∞, y] picks out subset {(2, 2), (4, 1)} therefore system
C = {[−∞, x] × [−∞, y] | (x, y) ∈ R2} has VC dimension of at most 3.
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What is the Vapnik-Červonekis dimension in our case?

We use the Lemma 2.6.15. from (van der Vaart and Wellner, 2023)
which states that V C(V) ≤ dim V + 2. We show that
dim Vi(p) < K + 1 for a collection of functions
Vi(p) = {v(x) = ui(p,x−i) − ui(x) | x ∈ X}, where K is the number
of pure strategy profiles. Consequently
Ci(p) = {Vi(p) > 0} = {{v > 0} | v ∈ Vi(p)} has a finite VC dimension.
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What is the Vapnik-Červonekis dimension in our case?

We have dimX = K. Suppose that dim Vi(p) ≥ K + 1 this means
that there exists v1, . . . , vK+1 ∈ Vi(p) for which

K+1∑
k=1

akvk = 0 =⇒ a1 = . . . aK+1 = 0

and so there must be x1, . . . ,xK+1 ∈ X such that
v1 = v(x1), . . . , vK+1 = v(xK+1). From which and linearity of v(., .)
in the first argument, we can find non-trivial a1, . . . , aK+1 so that

0 = v(0) = v(
K+1∑
k=1

akxk) =
K+1∑
k=1

akv(xk) =
K+1∑
k=1

akvk

=⇒ a1 = · · · = aK+1 = 0. Which is a contradiction, therefore
dim Vi(p) < K + 1.
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Back to the original problem

max
x∈X

E PT
< c,f(x) >→ max

x∈X
E P < c,f(x) >, T → ∞, P −a.s. (2)

lim inf
T →∞

arg max
x∈X

E PT
< c,f(x) >= arg max

x∈X
E P < c,f(x) >, P −a.s..

(3)

Theorem
Let Γ be a repeated version of the game with random payoff G on a
probability space (Ω,A,P ) then (2) and (3) hold.
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This is not enough...

Unfortunately, the most likely equilibrium is not well-equipped to be
the best notion of stability.
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Back to the basics

The classical concept of stability based on the expected payoff

E P ui(x, ω) ≥ E P ui(p,x−i, ω), ∀p ∈ Pi, ∀i ∈ I. (4)

This is a very simple stochastic preference...
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Stochastic preference

Definition

We will say that the random preference relation ⪰∗ on L1(Σ) is
consistent with stochastic dominance relation generated by G ⊆ U if
X ⪰G Y implies X ⪰∗ Y, ∀X,Y ∈ L1(Σ).

Let ρ : L1(Σ) → R be a risk functional and we define the natural
ρ-preference as X ⪰ρ Y ⇐⇒ −ρ(−X) ≥ −ρ(−Y ). (Notice that if
ρ = E then we receive exactly the classical approach.)
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What are the reasonable choices of ρ?

Definition

We will say that the random preference relation ⪰∗ on L1(Σ) is
consistent with stochastic dominance relation generated by G ⊆ U if
X ⪰G Y implies X ⪰∗ Y, ∀X,Y ∈ L1(Σ).

We want to know, for what measures ρ the associated preference is
consistent with the FSD?
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Distortion measures

It turns out that ρ has to be a distortion measure. For more detail see
(Föllmer and Schied, 2016).

Definition
Let (Ω,A,P ) be a probability space. Non-decreasing function
ψ : [0, 1] → [0, 1] that satisfies ψ(0) = 0, ψ(1) = 1 is called distortion
function. By the dual distortion function corresponding to ψ we mean
ψ∗(x) := 1 − ψ(1 − x), x ∈ [0, 1]. The monotone, normalized set
function defined on (Ω,A) as Ψ(.) = ψ(P (.)) is called the distorted
version of P or ψ-distortion of P .

ρ is a distortion measure if it is the ’expectance’ with respect to some
distorted version of P .
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Example of a distortion function
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Figure 2: Graph of the distortion function ψ(x) (blue) and its dual ψ∗(x)
(red) defined on [0, 1].
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Choquet integral

Since Ψ from the previous definition in general isn’t a proper
measure, we need to define a new type of integral.

Definition (Choquet integral)
Let Ω be an arbitrary set and A be a collection of subsets of Ω. Finite
set function c : A → [0,∞) is called monotone if ∀A,B ∈ A : A ⊆ B it
holds that c(A) ≤ c(B). Let f : Ω → R be any function, the Choquet
integral with respect to finite monotone c is defined as∮
fdc :=

∫ 0

−∞
(c({ω ∈ Ω | f(ω) > t})−c(Ω))dt+

∫ ∞

0
c({ω ∈ Ω | f(ω) > t})dt,

where the integrals on the right-hand side are standard Lebesgue
integrals.
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Choquet integral

If f ≥ 0 this is simplified to just∮
fdc =

∫ ∞

0
c({ω ∈ Ω | f(ω) > t})dt.

Notice the similarity with

E P X =
∫ ∞

0
P ({ω ∈ Ω |X(ω) > t})dt
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Capacity and measure

In some settings the distorted measure Ψ is a proper probability
measure. Namely, we need that ψ is a subadditive function. In
general Ψ is just a monotone, normed set function (Capacity).
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Some properties of the distorted integration

Theorem
Let (Ω,A,P ) be a probability space and Ψ be a distorted version of P
then

1 If X ⪰F SD Y then
∮
XdΨ ≥

∮
Y dΨ

2 −
∮
XdΨ =

∮
−XdΨ∗

3
∮
XdΨ = maxQ∈Q E Q X ⇐⇒ ψ is a concave function.

Consequently we may consider the risk measure ρ(−X) :=
∮

−XdΨ∗

then clearly X ⪰F SD Y =⇒ X ⪰ρ Y because we have

−ρ(−X) = −
∮

−XdΨ∗ =
∮
XdΨ ≥

∮
Y dΨ = −

∮
−Y dΨ∗ = −ρ(−Y )
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Modules of stability

Definition
Let G = (I, {X}i∈I , {ui}i∈I) be a game with random payoff on a
probability space (Ω,A,P ). Mapping M : [0, 1]I ×X → [0, 1] that
satisfies following:

1 For any player i ∈ I it holds that
∀a−i ∈ [0, 1]−i : limai→0 M(ai,a−i, .) = M(0,a−i, .) = 0,

2 M is non-decreasing and right-continuous as a function of the
confidence levels,

3 if for some x ∈ X, i ∈ I and yi ∈ Xi it holds
α(x) = α((yi,x−i)) = a ∈ [0, 1]I and we define
G(x−i,P ) = {ui(.,x−i, ω) |ω ∈ Supp(P )} then if
∀ui ∈ G(x−i,P ) : ui(x) ≥ ui(y,x−i) then
M(a,x) ≥ M(a, (yi,x−i)).

is called the Module of stability of the game G.
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Most stable equilibria

We may define the most stable equilibrium as x ∈ α-NE(G) that
maximizes M(α(x),x).
The idea is to create a stochastically robust analog of the variational
inequalities to ensure that our model doesn’t predict unreasonable
equilibria which are never the best responses.
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Some more structure for the module?

We want to especially consider modules of the type
M(α(x),x) =

∏
i∈I Mi(αi(x),x) and more specifically

Mi(αi,x) := fi(αi,
∮
ui(x)dΨi) for some distortion measure

Ψi(.) = ψi(P (.)) and fi : [0, 1] × [0, 1] → [0, 1] is non-decreasing in
both arguments and continuous and vanishing in 0. fi may be
interpreted as an endogenous probability that the player i will choose
to play xi, given they know that the probability of xi beating x−i is
αi and their prospect resulting from x is

∮
ui(x)dΨi.
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Open questions

What are the properties of the mapping
∮

(.)ψ(.) : X × D(Ω) → R
which maps (x, Q) 7→

∮
ui(x, ω)dψ(Q(ω))?

How to design the module of stability for a given use?
Can we construct a sufficient and necessary condition on the
existence of the most stable equilibrium?
Can we connect the deterministic equivalents based on distortion
measures with the α-NE?
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