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1 IntroductionLubrication generally, and the journal bearings as well, have been helping mankind forthousands of years. Basic laws of friction were �rst correctly deduced by da Vinci (1519),who was interested in the music made by the friction of the heavenly spheres. The scien-ti�c study of lubrication began with Rayleigh, who, together with Stokes, discussed thefeasibility of a theoretical treatment of �lm lubrication.The journal bearings are heavily used in these days, and they are designed and stud-ied on the mathematical basis and by numerical computations for a long time. Even bybrowsing the Internet you can �nd web sites where simple computational simulations areprovided by an automatic software for free. (Mostly based on the Reynolds approxima-tion.)This thesis does not aspire to present any kind of directly applicable numerical re-sult or method at all. The intentions of this work are rather to follow one of the linesof today's investigation; to study mathematically one of the recent generalizations of theNavier-Stokes model of uid motion and present it in the context of journal bearing lu-brication problem.The considered generalized Navier-Stokes model, as it is in more details described insections 2.3 and 3.3, is based on the assumption that the viscosity depends both on thepressure and the shear rate. We note that theoretical results concerning the existence ofsolutions for such a class of uids are rare. This work mostly follows the results by Franta,M�alek, Rajagopal [1], where the existence for the homogeneous Dirichlet condition is es-tablished. Herein, we generalize this statement for the non-homogeneous Dirichlet condi-tion in two dimensions. We do so without any \smallness" restriction, just incorporatinganother result from Kaplick�y, M�alek, Star�a [2] applied to models with shear-dependentviscosities under the assumption that there is no inow and outow through the boundary.In the second part, in section 4, several numerical simulations are provided for theuid model that meets the condition assumed in the theoretical part. We use the softwarepackage featflow initially developed as a solver for Navier-Stokes equations and modi�edin order to solve the ow of non-Newtonian uids. We show both the pressure-thickeningand the shear-thinning capability of the chosen viscosity form and we compare the obtainedresults with those for the classical Navier-Stokes model.
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2 Description of the investigated problemFriction, LubricationyIf two solid bodies, in direct or indirect surface contact, are made to slide relative to oneanother, there is always a resistance to the motion called friction. Friction can be bene�cialin many instances, however, in other cases it is energy consuming and we endeavor todecrease it, although it may be never eliminated entirely.Friction is present in all machinery, and it converts part of the useful kinetic energyto heat, thus decreasing the overall e�ciency of the machine. About 30% of the power inan automobile is wasted through friction. In 1951, G. Vogelpohl estimated that one-thirdto one-half of the world's energy production is consumed by friction ([12]). Friction couldbe represented by the coe�cient of friction f = FW , F being the resisting force (parallel todirection of motion) and W being the applied load (the force perpendicular to surfaces).Lubrication is used to reduce/prevent wear and lower friction. The behavior of slidingsurfaces is strongly modi�ed with the introduction of a lubricant between them. Whenthe minimum �lm thickness exceeds, say, 2:5�m, the coe�cient of friction f = FW is small,(on the contrary to the case of lower �lm thickness), and depends on no other materialproperty of the lubricant than its viscosity. (For a lightly loaded journal bearing thePetro�`s law f � �N=P is approximately obeyed, N being the shaft speed, P = W=LDthe speci�c load, L is the length of journal/bearing and D is the diameter of the journal,see [12].) This type of lubrication is called thick-�lm lubrication and it is in many respectsthe simplest and most desirable kind of lubrication to have.Fluid �lm bearingyBearings are machine elements whose function is to promote smooth relative motion at lowfriction between two solid surfaces. The lubricant �lm separating surfaces can be liquid,gaseous or solid.When there is a continuous uid �lm separating the solid surfaces we speak of uid�lm bearings. There are two principal ways of creating and maintaining a load-carrying�lm between solid surfaces in relative motion. We call a bearing self-acting, and saythat it operates in the hydrodynamic mode of lubrication, when the �lm is generated andmaintained by the viscous drag of the surfaces themselves, as they are sliding relative toone another. The �lm could be also created and maintained by an external pump thatforces the lubricant between solid surfaces, then we call the bearing externally pressurized,operating in the hydrostatic mode; but we are not going to study this case here.The oil required for hydrodynamic lubrication can be fed from an oil reservoir undergravity, it may be supplied from a sump by rings, discs, or wicks. The bearing mightbe even made of a porous metal impregnated with oil, which \bleeds" oil to the bearingsurface as the journal rotates.Hydrodynamic bearings vary enormously both in their size and in the load they sup-port. At the low end of the speci�c-load scale we �nd bearings used by the jeweler, andat the high end we �nd the journal bearings of a large turbine generator set, which mightbe 0:8m in diameter and carry a speci�c load of 3MPa, or the journal bearings of a rollingmill, for which a speci�c load of 30MPa is not uncommon.2.1 GeometryJournal bearingyIf the motion which the bearing must accommodate is rotational and the load vectoris perpendicular to the axis of rotation, the hydrodynamic bearing employed is journalbearing. In their simplest form, a journal and its bearing consist of two eccentric, rigid,y Many of what is written in these paragraphs can be found in the Fluid �lm lubrication book by A. Z.Szeri, [12]. 7



cylinders. The outer cylinder (bearing) is usually held stationary while the inner cylinder(journal) is made to rotate at an angular velocity !.2.1.1 Restriction to two dimensionsIf the bearing is \in�nitely" long, there is no pressure relief in the axial direction. Axialow is therefore absent and changes in shear ow must be balanced by changes in cir-cumferential pressure ow alone. This condition will also apply in �rst approximation to�nite bearings, leading to the so-called long-bearing theory (see the Reynolds Equation,see e. g. [9] or [12]) if the length/diameter ratio L=D > 2. We remark that the aspectratio of industrial bearings is customarily in the range 0:25 < L=D < 1:5; neither theshort-bearing (see [12]) nor the long-bearing approximation apply to these bearings. Yet,in this work, we follow this assumption, which allows us to restrict our further considera-tions to two-dimensional plane perpendicular to the axial direction. We do so for severalreasons:� The CPU time required for simulations in three dimensions would not allowed us toperform so many numerical experiments.� We have in our disposal the �nite element method software package featow (visitwww.featflow.de), developed as an e�cient multigrid solver for the incompressibleNavier-Stokes problem. It includes also the modi�cation for solving two-dimensionalequations with viscosity depending on the symmetric part of the velocity gradientDDD(vvv) and on the pressure.� In two dimensions, we will show the existence of a solution to the generalized Navier-Stokes equations with both the pressure- and the shear- dependent viscosity, withoutany \small data" restriction, assuming that only the tangential velocity is prescribedon the boundary and the velocity in normal direction is held to be zero.We thus consider the geometry as it can be seen in �gure 1. The domain of the ow isan eccentric annular ring, the outer circle with the radius RB, the inner circle radius beingRJ , the distance between their centres is denoted by e. The inner circle rotates aroundits centre with (clock-wise) rotational speed !, or we can say, with tangential velocity v0.It is customary to de�ne the radial clearance C = RB�RJ . As the possible values of eare in the range e 2 h0; Ci we denote " = e=C, " 2 h0; 1i the eccentricity ratio. Hereafter,we shall say \eccentricity" talking about ". We can clearly set RB = 1 such that thegeometry of our problem is described by two characteristic numbers " and RJ .2.2 Basic equations2.2.1 Steady-state problemIn practice, the journal is not �xed at all but ows in the lubricant, driven by the appliedload on one hand, and by the forces caused by the lubricant on the other hand. Therefore,in the time dependent case the geometry would not be �xed, the journal axis would observesome non-trivial trajectory in the neighbourhood of the bearing axis. The simulation wouldthen look somehow as follows: we could set all uid parameters, the radii of both thebearing and the journal cylinders, prescribe the velocity of rotation and the load appliedon the journal (the load could also be changing with time) and then we could study thetrajectory of journal axis in time. Such an approach could be seen e. g. in [10] withmany important outcomes concerning the operational regime. One of these observationsis that in some cases the motion of journal axis can cease and can become stable in some\equilibrium" position. The position of course depends on the applied load.In the steady-case approach, which we will present in this work, the position of journalis prescribed and from the solution of lubricant motion we compute the force applied to8
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Figure 1: Simpli�ed geometry of the journal bearing.the journal by the uid. By this procedure we obtain the reaction force depending on theeccentricity of cylinders, without performing the complex and more time consuming time-dependent simulations. Thus we can e�ectively study the inuence of both geometrical anduid parameters on the resulting operational regime. The disadvantage of this approachis that knowing the position of the journal and the corresponding reaction force, we stilldo not know anything about the stability of such a con�guration. In other words, we donot know whether such a case could happen in reality or not. Anyway, this questions areout of the scope of this work.2.2.2 NotationHereafter, we use the following notation in the text:
 : : : bounded domain in Rd (d = 2; 3) with a boundary @
;xxx : : : spatial coordinates in Rd , xxx = (x1; : : : ; xd);vvv : : : velocity �eld, vvv = (v1; : : : ; vd);p : : : pressure;TTT : : : Cauchy stress tensor;� : : : density of the uid, here � is a positive constant;bbb : : : speci�c body force (force acting on a mass unit).Since we deal with time-independent problem all quantities as vvv, p, TTT and bbb are func-tions of the actual position xxx.We denote the gradient of some vector �eld, say, ��� 2 Rd by r���, i. e.(r���)ij = @���i@xj ; i; j = 1; : : : ; d:The symmetric part of the gradient is de�ned throughDDD(���) = 12 �r��� + (r���)T � ;9



where (r���)T means the transposed matrix to r���. For AAA 2 Rd�d the symbol jAAAj is usedto de�ne the euclidean norm of AAA, i. e.jAAAj2 � dXi;j=1 jAij j2:2.2.3 Constitutive equationsHereafter, we consider a motion of a homogeneous incompressible uid in a boundeddomain 
 in R2 with boundary @
. We do not consider any cavitation in the model,treating only full �lm of lubricant. The circumstances and e�ects of cavitation can befound e. g. in [10]. The motion is described by the equations expressing the balance ofmass (recall that � is a constant) divvvv = 0 in 
 (2.1)and the balance of momentum�@vvv@t + � 2Xi=1 vi @vvv@xi = divTTT + �bbb in 
:As we have decided to study the steady-state problem, the balance of momentum takesthe form � 2Xi=1 vi @vvv@xi = divTTT + �bbb in 
: (2.2)We can see that as soon as we would consider low velocities of the motion, the otherterms would dominate to the convective term vi @vvv@xi . Together with the fact that thenonlinear convective term makes the analysis more di�cult, this motivates us to simplifythe problem and study the system000 = divTTT + �bbb in 
; (2.3)where the convective term is neglected.As we have established these equations for the steady ow of an incompressible uid,the crucial step is to set the model for the Cauchy stress tensor TTT and then to completethe system with boundary conditions.2.3 Fluids with shear- and pressure- dependent viscosityA uid is called Newtonian if the dependence of the stress tensor on the spatial variationof velocity is linear. This model was introduced by Stokes in 1844� (see [8]), and alreadyStokes remarked that the model may be applicable to uid ows at normal conditions. Forinstance, while the dependence of the viscosity on the pressure does not show up in certaincommon ows, it can have a signi�cant e�ect when the pressure becomes very high.As the lubricant in journal bearing is forced through a very narrow region, of orderof micrometers, the pressure becomes sometimes so high that the uid obtains a \glassy"state. Moreover, since the shear-rate becomes also high, the viscosity of lubricant doesnot su�ce to be considered constant with respect to the shear-rate.Another generalization of the Navier-Stokes uid goes by the name Stokesian uid.(In fact, Stokes derived a more general model and after that made simpli�cation to obtainthe popular Navier-Stokes model.) In such a uid the material moduli can depend on the� model was earlier introduced also by Navier and Poisson10



symmetric part of the velocity gradient through its principal invariants IDDD, IIDDD, and IIIDDD,de�ned asIDDD = trDDD; IIDDD = 12[(trDDD)2 � trDDD2] = �12 trDDD2; and IIIDDD = detDDD:This model can describe both shear-thinning and shear-thickening uids, it is custom-ary to use the shear-thinning uids in the context of journal bearings.Incorporating the pressure- and the shear- dependence of the viscosity into the lubri-cant model could have a signi�cant impact on the dynamics, and hence on the load bearingcapacity, of a journal bearing. One of the cases can be seen e. g. in [10] where is, amongothers, demonstrated the stabilization e�ect of the piezoviscous lubricant on the journalmotion in a contrast to the constant-viscosity case.In this work we consider a model that takes into account both types of generalizationdiscussed above, i. e. the material moduli depend on the symmetric part of the velocitygradient as well as the pressure. Since we talk about incompressible uids only, we requirethe constraint trDDD = divvvv = 0to be met in all motions of the uid. In accordance with the representation theorem, theCauchy stress TTT is given byTTT = �pIII + �1(p; IIDDD; IIIDDD)DDD + �2(p; IIDDD; IIIDDD)DDD2; (2.4)where �pIII is the indeterminate part of the stress due to the constraint of incompressibility.We assume that the constraint response ensures that the incompressibility is met, thereforethe material moduli depend also on the Lagrange multiplier, i. e. �1 and �2 dependupon p.Note that due to trDDD = 0 there holds p = �13 trTTT and p has thus the meaning of meannormal stress.Since there is no experimental work for uids that would support the presence of theterm �2(p; IIDDD; IIIDDD)DDD2, we restrict ourselves to a subclass of models of (2.4), namelyTTT = �pIII + �(p; jDDDj2)DDD; (2.5)where jDDDj2 = trDDD2 = �2IIDDD:2.3.1 Viscosity models in practiseThe dependence of the viscosity on the pressure has been studied for quite a long time.For instance in the magisterial treatise of Bridgman (1931) ([13]) there is a discussion ofthe studies up to 1931. Andrade suggested (on the basis of experiments), see [13], thedependence of the viscosity � on the density �, the pressure p and the temperature #, ofthe form �(�; #; p) = A� 12 exp�(p+ �2r) s#� ;A, r and s being constants. This approximation however works well only for a certaintemperature range and it is not clear that it works for all liquids (see [1]). Passing overthe dependence on the density �, as the variation in the densities is indeed not very large,we can come to the form � = B exp�Cp# � ;11



where B and C are constants. The popular model used in lubrication theory is the Vogel'sformula � = �0 exp� ab+ #� ;a, b are constants.The dependence of the viscosity on the pressure is almost at all events considered tobe exponential, simple form � = exp(p)is also often used. In quite a recent work of Gwynllyw, Davies and Phillips (1996) [10] onthe dynamics of a journal bearing with the piezoviscous lubricant there is considered themodel � =  �1 + �0 � �11 + (Kp2 trDDD2)m!� exp(�p);where K is a function of the pressureK = K(p) = exp(�ap+E);�0, �1, m, �, �� and E are material parameters estimated by best-�tting the experimentaldata. (The parameters are said to be taken from [11] and [14].)As a representative of models where the viscosity depends only on the shear-rate wecannot forget the power-law model� = �0jDDDjp�2; p 2 (1; 2):In this work, we are going to take into account models described above keeping theform (2.5). Nevertheless, we will introduce some di�erent viscosity formulas, in order tobe able to show the existence of the solution to our system of equations, which is the mainaim of this work. More details concerning the speci�c forms of � are provided in section 3.2.4 Boundary conditions2.4.1 Dirichlet boundary conditionHaving the uid motion equations (2.1) and (2.2) and the speci�cation of the stress ten-sor (2.5), we need to complete the system of governing equations by the suitable set ofboundary conditions.As we have proposed in section 2.1, we consider a ow in a two-dimensional domainthat can be viewed as an eccentric annular ring. Each circle then means a �xed wall,the outer wall being �xed meanwhile the inner one rotates around its own axis. On bothwalls we set the no-slip condition such that the resulting Dirichlet boundary condition isprescribed: vvv = 000 on �O � @
 (the outer circle);vvv = v0��� on �I � @
 (the inner circle); (2.6)where v0 is given and ��� = ���(xxx) is the (clock-wise) unit tangential vector to the innercircle �I .We notice that there is no inow or outow, i. e. the normal part of velocity nnn:vvvis equal to zero everywhere on the boundary @
. We will strongly use this fact whenproving the existence of solution to the Navier-Stokes-like problem, referring to the resultby Kaplick�y, M�alek, Star�a [2]. This will allow us to establish the existence without anyrestrictions on the greatness of v0. 12



However, since we present also other theoretical results such as existence of solutions tothe Stokes-like problem or the uniqueness of solution, in the section 3 we consider Dirichletboundary condition of the more general formvvv = ''' on @
;where ''' will be speci�ed.2.4.2 Mean value of the pressureThere is a quite important di�erence between analysis of the equations governing the owof incompressible uid with constant viscosity or with the viscosity depending only on theDDD(vvv) on the one hand, and analysis of the equations with the viscosity depending also onthe pressure, on the other hand.In the �rst case the solution is never unique considering the values of pressure, sincethe pressure can be somehow `shifted' by an arbitrary constant. Even if the boundaryconditions include the pressure values, these can be changed by some constant and thenature of the solution (namely the velocity �eld) will be exactly the same. It is a directconsequence of the fact that there is onlyrp in the equations. However, nobody is confusedprescribing this constant in order to obtain a physically suitable solution because thereis no need to care about that. In order to compare the values of the pressure �eld withexperimental data the pressure �eld can be arbitrarily increased or decreased after thecomputation, so the common manner is e. g. to �x the meanvalue to be a zero (by clearnumerical reasons).On the contrary, considering the viscosity depending on the pressure this approachchanges totally. The pressure have to be somehow �xed even in the sense of a constantand giving di�erent values, e. g. prescribing the meanvalue of the pressure in the wholedomain or in some of its part, we can obtain signi�cantly di�erent solutions. To give anexample, let us take the viscosity of the form � = �0 exp(�p) in (2.5) and assume thatwe have a solution (vvv; p) to equations (2.1) and (2.2) (in fact, we have no theory aboutthe existence for such a problem, but it is the simplest example) meeting the conditionR
 pdx = 0, and a solution (~vvv; ~p), of same equations but meeting R
 ~pdx = p0 6= 0. Thenwriting the equations with ~p � p0 we see that it ful�lls the condition of meanvalue beingzero as in the �rst case and, moreover, it meets the same equations as soon as we set�0 � exp(�p0) instead of �0. In this simple case, to prescribe a di�erent meanvalue ofthe pressure has the same e�ect on the velocity �eld as to change the constant �0 in theviscosity term.We notice that, in a real journal bearing, there is often an inow of the lubricantprovided by some channel or groove. We do not reect this inow, since the ow isnegligible, and moreover because such a detail would make our considerations quite moredi�cult. For example, we assume that bearing in�nitely long and thus the ow two-dimensional where, in fact, as soon as there is the inow, there must be also the outow,by most provided by the ends of a bearing which are free. In such a case the pressureshould be probably best prescribed being equal to some value at the inow and beingequal to zero (or, say, to the atmospherical pressure) at the ends of journal bearing. Thisis no more a long bearing approximation and it is no more two-dimensional conception.On the other hand, there are some consequences of e. g. the position of the inowchannel, which should be important. Let us consider a small inow channel in the outerwall somewhere close to the narrow gap between the eccentrical cylinders. It is easy toimagine (and it will be seen in numerical simulations below) that the pressure of the uidafter it has got through the narrow gap is signi�cantly lower than it is upstream the gap.Maintaining some pressure level at the inow channel we can obtain entirely di�erent owsolutions in the case when the channel is located downstream, in comparison to the casewhen it is located upstream to the narrow gap.13



However, in this work we prescribe the pressure level by setting the meanvalue overwhole domain. This su�ces to provide interesting numerical experiments and to showthe role of dependence of the viscosity on the pressure. Moreover, we will avoid possibletroubles concerning the proof of existence.We thus complete our system of equations by the mathematically natural condition1j
j Z
 pdx = p0: (2.7)2.5 Governing equations of the investigated problemIn our theoretical considerations all functions will act on an open bounded domain 
 � Rd ,d = 2; 3, with a smooth boundary @
. As we have explained in the previous sections, wefocus on a uid whose Cauchy stress is of the formTTT = �pIII + ��DDD with � = � �p�; jDDDj2� ; (2.8)(we give ��(p� ; jDDDj2) instead of �(p; jDDDj2) in (2.5)). Hereafter, we shall write only p insteadof p� since in our considerations � is a constant, but remember that originally the viscosityterm depends on p� in fact.The balances of mass (2.1) and momentum (2.2) give the equationsdivvvv = 0 in 
 (2.9)vi @vvv@xi +rp� div[�(p; jDDDj2)DDD] = bbb in 
; (2.10)while neglecting the convective term such as in (2.3) we writedivvvv = 0 in 
 (2.11)rp� div[�(p; jDDDj2)DDD] = bbb in 
: (2.12)We complete the equations by the non-homogeneous Dirichlet boundary conditionvvv = ''' on @
 (2.13)and �nally, we shall suppose that the pressure p meets1j
j Z
 pdx = p0; (2.14)where p0 2 R is given and j
j denotes the d-dimensional Lebesgue measure of 
. As I willdiscuss later, we can choose p0 = 0 without any restriction.We shall denote the system of equations (2.9)-(2.10),(2.13)-(2.14) by (P) and the sys-tem (2.11)-(2.12),(2.13)-(2.14) by (PS). It is not surprising that problem (PS) is mucheasier to solve and the existence to (PS) is proved under more general conditions on theviscosity � in comparison to the conditions needed for the existence proof to (P).
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3 Theoretical resultsIn this section we present our existence and uniqueness results concerning the steadyow of uid with both the pressure- and the shear- dependent viscosity, with the non-homogeneous Dirichlet boundary condition prescribed. The main result is included inTheorem 3.13 that establishes the existence of a weak solution to equations (P) under theassumption that there is no ow through the boundary (the normal component of velocityat the boundary is zero) meanwhile the tangential velocity is prescribed and could bearbitrary large (in the chosen functional space). Our result is a generalization of the resultby Franta, M�alek, Rajagopal [1] where the homogeneous Dirichlet condition problem wassolved and the result by Kaplick�y, M�alek, Star�a [2] where the shear-dependent uid modelwith nonzero tangential component of the velocity on the boundary is treated. We alsopresent the existence theorem for the Stokes-like system (PS) where we do not need thecondition on the normal-component of the velocity on the boundary nor the condition oftwo-dimensionality. Next, also the uniqueness of a weak solution is proved, in the case of(P) only for small data.First of all, we introduce notations, de�nitions and present several useful lemmas.3.1 More notation, preliminariesWe introduce a notation of function spaces. LetX(
) be a Banach space of scalar functionsde�ned on 
, equipped with the norm k � kX . By (X(
))� we denote its dual space, whilethe brackets h�; �i mean the corresponding duality pairing. For vector functions spaceswe use the notation X(
)d := fuuu : 
 ! Rd ;ui 2 X(
); i = 1; : : : ; dg and similarlyX(
)d�d := fTTT : 
! Rd�d ;Tij 2 X(
); i; j = 1; : : : ; dg.Let 
 � Rd be a domain with Lipschitz boundary @
. Then D(
) denotes the spaceof smooth C1-functions with a compact support in 
 and D�(
) denotes the space ofdistributions. We de�ne @f@xi 2 D�(
), the distributional derivative for f 2 D�(
), by theidentity h @f@xi ; �i = �hf; @�@xi i; 8� 2 D(
):We then de�ne operators grad and div in the sense of distributions� u 2 D�(
) ru = gradu = � @u@x1 ; : : : ; @u@xd� 2 D�(
)d� uuu 2 D�(
)d divuuu = dXi=1 @ui@xi 2 D�(
):Let � = (�1; : : : ; �d), �i 2 N [ f0g, be a multiindex, j�j = Pdi=1 �i. We then de�neoperator D� in the sense of distributions� u 2 D�(
) D�u = @j�ju@�1x1 : : : @�dxd ; i; j = 1; : : : ; d:For r 2 h1;1), we set kfkr = �R
 jf(xxx)jr dx�1r and for r =1, kfk1 = ess supxxx2
 ju(xxx)j.The Lebesgue spaces are de�ned asLr(
) = ff : 
! R; f is measurable on 
; kfkr <1g;15



and the Sobolev spaces are then de�ned asWk;r(
) = ff : 
! R; f is measurable on 
; kfkk;r <1g;for r � 1 and k 2 N, where we set kfkk;r = �Pj�j�k kD�fkrr� 1r .For r 2 h1;1) there exists a bounded linear operator (trace) Tr : W1;r(
) ! Lr(@
)such that Tr(u) = uj@
 if u 2W1;r(
) \ C(�
):Hereafter, we rather write F = f on @
instead of Tr(F ) = f .We introduce the zero-trace space W1;r0 (
) := fu 2W1;r(
); Tr(u) = 0 at @
g, thespace of divergence-free functions W1;rdiv(
)d := fuuu 2W1;r(
)d; divuuu = 0 a. e. in 
g and,�nally, the dual space toW1;r0 (
)d, (W�1;r0(
)d; k�k�1;r0) := (W1;r0 (
)d)� where r0 = rr�1 .In what follows, we use sometimes the notation (vvv; p) for the ordered pair of thevelocity- and the pressure- part of solution, another time we denotes (a; b) an open intervalin R , but most often (fff;ggg) means(fff;ggg) := Z
 fff(xxx):ggg(xxx) dx;providing that fff:ggg 2 L1(
). We believe that this polyvalence might not lead to anymisunderstanding.Next, we introduce some standard lemmas. See for example Evans [18] or Lions [17].Lemma 3.1 (Gauss-Green Theorem) Suppose u 2 C1(�
). ThenZ
 @u@xi dx = Z@
 uni dS (i = 1; : : : ; d);where nnn = (n1; : : : ; nd) is the outer unit normal vector to @
.Lemma 3.2 (H�older's inequality) Let 1p + 1q = 1, 1 < p and q < 1 or p = 1 andq =1. Then, for u 2 Lp(
) and v 2 Lq(
)� uv 2 L1(
),� kuvk1 � kukpkvkq.Lemma 3.3 (Korn's inequality) Let p 2 (1;1), then there exists kp = kp(
) such thatkuuuk1;p � kpkDDD(uuu)kp; for all uuu 2W1;p0 (
)d:Lemma 3.4 (Vitali's theorem) Let 
 be a bounded domain in Rd and fn : 
 ! R beintegrable for every n 2 N. Assume that� limn!1 fn(xxx) exists and is �nite for almost all xxx 2 
,� for every " > 0 there exists � > 0 such thatsupn ZQ jfn(xxx)jdx < " 8Q � 
; jQj < �: (3.15)Then limn!1Z
 fn(xxx) dx = Z
 limn!1 fn(xxx) dx:16



Lemma 3.5 (Imbeddings) Let 1 � p < d, then there holds an imbeddingW1;p(
) ,! Lq(
) for all 1 � q � dpd� pand a compact imbedding (
 is a bounded set)W1;p(
) ,!,! Lq(
) for all 1 � q < dpd� p:Lemma 3.6 (Brouwer's Fixed Point Theorem) AssumeM : B1(000)! B1(000)is continuous, where B1(000) denotes the closed unit ball in Rn . Then M has a �xed point;that is, there exists a point ccc 2 B1(000) such that M(ccc) = ccc.In section 3.7 we establish a small modi�cation of this theorem.3.2 Weak formulation, de�nition of the problemLet bbb satisfy bbb 2 �W1;r0 (
)d�� (3.16)and the Dirichlet boundary condition (2.13) be given by''' = Tr(���); ��� 2W1;r(
)d; div��� = 0 in 
: (3.17)Then we use the folowing de�nitions:De�nition 3.7 (Weak solution of (PS)) A pair (vvv; p) is called the weak solution to theproblem (PS) if (vvv; p) ful�llsvvv 2 W1;rdiv(
)d; vvv = ''' on @
;p 2 Lr0(
); r0 = rr�1 ; R
 pdx = 0 (3.18)and ��(p; jDDD(vvv)j2)DDD(vvv);DDD(   )�� (p;div   ) = hbbb;   ifor all    2W1;r0 (
)d:De�nition 3.8 (Weak solution of (P)) A pair (vvv; p) is called the weak solution to theproblem (P) if (vvv; p) ful�llsvvv 2 W1;rdiv(
)d; vvv = ''' on @
;p 2 Lr0(
); r0 = rr�1 ; R
 pdx = 0 (3.19)and �vi @vvv@xi ;   �+ ��(p; jDDD(vvv)j2)DDD(vvv);DDD(   )�� (p;div   ) = hbbb;   i;for all    2W1;r0 (
)d:
17



3.3 Structure of the viscosityFollowing the results in [1], [3], [4], etc., we shall consider the viscosities meeting thefollowing general conditions:(1) For a given r 2 (1; 2), there are positive constants C1 and C2 such that for all sym-metric linear transformations BBB, DDD and all p 2 RC1(1 + jDDDj2) r�22 jBBBj2 � @[�(p; jDDDj2)DDD]@DDD � (BBB 
BBB) � C2(1 + jDDDj2) r�22 jBBBj2;where (BBB 
BBB)ijkl = BBBijBBBkl.(2) For all symmetric linear transformations DDD and for all p 2 R����@[�(p; jDDDj2)DDD]@p ���� � 0(1 + jDDDj2) r�24 � 0;with 0 < 1Cdiv;2 C1C1 + C2 < 1Cdiv;2Now we just refer two useful lemmas, both presented for example in [1]:Lemma 3.9 Let (1) and (2) hold. For arbitrary DDD1; DDD2 2 Rd�dsym and p1; p2 2 R we setI1;2 := Z 10 (1 + jDDD2 + s(DDD1 �DDD2)j2) r�22 jDDD1 �DDD2j2 ds:Then C12 I1;2 � [S(p1;DDD1)� S(p2;DDD2)] : (DDD1 �DDD2) + 202C1 jp1 � p2j2:Lemma 3.10 Let (1) holds for r 2 (1; 2). Then for all p 2 R and DDD 2 Rd�dsym�(p; jDDDj2)DDD �DDD � C12r (jDDDjr � 1) (3.20)and j�(p; jDDDj2)DDDj � C21� (2� r)�(1 + jDDDj)1�(2�r)� (3.21)for all � : 0 � � � 1:In this paper (3.21) is used only with � = 1, i. e.j�(p; jDDDj2)DDDj � C2r � 1(1 + jDDDj)r�1: (3.22)3.4 Survey of known resultsAlthough the uid models with the pressure- and/or the shear- dependent viscosities arestudied and used at least from the �rst third of the last century, mathematical resultsconcerning the existence of solutions are rare. To our knowledge (see e. g. [1]) there is noglobal-in-time existence theory available for the case that the viscosity depends only onthe pressure. In recent studies by Renardy (1986), Gazzola (1997) and Gazzola & Secchi(1998) (see [19], [20] and [21]) either the kinematical viscosity satis�es�(p)p ! 0 as p!1;18



a condition contradicting by experiments, or authors established only local-in-time exis-tence of smooth solutions for small data on very restrictive \smallness" conditions bothon bbb and the initial data.Recently, the global-in-time existence of solutions for a class of uids with the viscositydepending not only on the pressure but also on the shear rate was established { see M�aleket al. (2002) [15] and [16], and Hron et al. (2002) [4]. These results have been establishedunder a quite arti�cial assumption that the ow is spatially periodic.The existence of solutions for the steady ows of uids with the pressure- and theshear- dependent viscosities, meeting the assumptions (1) and (2) stated in section 3.3,for homogeneous Dirichlet condition is presented in Franta, M�alek, Rajagopal [1]. Here,dealing with the two-dimensional model, we generalize this result to the non-homogeneousDirichlet condition, provided that only a tangential component of the velocity is nonzeroon the boundary, i. e. under the condition thatvvv:nnn = 0 on @
 (3.23)(nnn means a normal vector to @
).3.5 Existence of solutionsThe main result of this work is the proof of existence and uniqueness of weak solutionto the problem (P), i. e. to the equations (2.9)-(2.10) governing the ow of uid withboth the pressure- and the shear- dependent viscosity (meeting (1) and (2)). The systemis completed by the non-homogeneous Dirichlet boundary condition (2.13) and by thecondition concerning the pressure level1j
j Z
 pdx = p0:It is easy to see that as asoon as we prove the existence of solution to the case p0 = 0,we can accept this result for arbitrary p0 2 R at once. We just need to see, that thereis no constraint on the value of the pressure in conditions (1) and (2) but there is onlyconstraint on the derivative of the viscosity with respect to the pressure. Seeking for thesolution with the non-zero pressure meanvalue we can just write p � p0 everywhere andconsider ~�(p; jDDD(vvv)j2) = �(p� p0; jDDD(vvv)j2), which ful�lls the conditions (1) and (2) in thesame way as �(p; jDDD(vvv)j2).In this section, we �rst prove the existence of weak solution to the system (PS), wherethe convective term is neglected. The reason is to show more clearly the technique usedto cope with the non-homogeneous boundary condition in a context of the chosen formof stress tensor and, additionally, to establish the existence theorem under more generalconditions than we will obtain for the problem (P).As the next step, an important lemma introduced in Kaplick�y, M�alek, Star�a [2] isstated and the existence to the Navier-Stokes-like system (P) is proved in two dimensions,provided that (3.23) holds but without any \smallness" restriction concerning the tangen-tial velocity prescribed on @
. Finally, the uniqueness of solutions to both (P) and (PS)is proved.In order to prove the existence of a solution to (P) or (PS) we use the approximatesystems of equations in 
 �"�p" + "p" + divvvv" = 0 (3.24)v"i @vvv"@xi + rp" � div(�(p"; jDDD(vvv")j2)DDD(vvv")) = bbb (3.25)or �"�p" + "p" + divvvv" = 0 (3.26)rp" � div(�(p"; jDDD(vvv")j2)DDD(vvv")) = bbb (3.27)19



subjected to the boundary conditions@p"@nnn = 000 and vvv" = ''' on @
: (3.28)From (3.24) or (3.26), (3.28) and Gauss theorem it follows that1j
j Z
 p" dx = 0:We shall denote the system of equations (3.24),(3.25) and (3.28) by (P") and (3.26),(3.27)and (3.28) by (P"S).3.5.1 Existence of solutions for the generalized Stokes systemTheorem 3.11 (Existence of solutions for the system (PS)) Let 
 � Rd be an openbounded set with the Lipschitz boundary @
, d = 2 or 3. Let the assumptions (1) and (2)be satis�ed with r ful�lling 2dd+ 2 < r < 2 (3.29)and let (3.16) and (3.17) hold.Then there is at least one weak solution (vvv; p) to the problem (PS) in the sence ofDe�nition 3.7.Proof. The structure of the proof is following: we recall the problem (P"S) and assumethat it has a solution. We derive the energy estimates and estimates for the pressure p"uniform with respect to ". Then for some sequence "n ! 0 we �nd weakly convergingsubsequence f(vvv"n ; p"n)g to the limit (vvv; p) in the spaces stated in (3.18) and, in additionto that, we show the strong convergence of f(vvv"n ; p"n)g. Finally, we prove the existence ofweak solutions to the approximate problem and thus vindicate our assumption.Weak solution of (P"S)We suppose that for r ful�lling (3.29) and all " > 0 there is a weak solution (vvv"; p") of theproblem (P"S) such that vvv" ���� 2W1;r0 (
)d and p" 2W1;2(
) (3.30)satisfying "(rp";r�) + "(p"; �) + (divvvv"; �) = 0 for all � 2W1;2(
) (3.31)and (�(p"; jDDD(vvv")j2)DDD(vvv");DDD(   ))� (p";div   ) = hbbb;   i (3.32)for all    2W1;r0 (
)d:Note that all integrals in our weak formulation are �nite: From H�older inequality wesee it for (3.31) as soon as r > 2dd+2 , since divvvv" 2 Lr(
) and � 2W1;2(
) ,! Lr0(
). (Wehave made things easier by assuming r > 2dd+2 : without that assumption we should need� 2W1;2(
)\Lr0(
) in (3.31) and we could come to problems when we try to set � := p"where we would need p" 2 Lr0(
).) The viscous term is �nite from (3.22).The existence of solution (vvv"; p") ful�lling (3.30)-(3.32) for " > 0 �xed will be provedin the end of this section. 20



Energy estimates and their direct consequencesWe shall de�ne uuu" by vvv" = ���+ uuu";where according to the boundary condition and (3.17) clearlyuuu" 2W1;r0;div (
)d:Let us set � := p" in (3.31) and    := uuu" in (3.32), then it follows"krp"k22 + "kp"k22 + (divvvv"; p") = 0(�(p"; jDDD(vvv")j2)DDD(vvv");DDD(uuu"))� (p";divuuu") = hbbb;uuu"i:Note that such a � is a possible test function due to (3.30). Summing these equations andusing the assumption div��� = 0 (3.17) we �nd"krp"k22 + "kp"k22 + (�(p"; jDDD(vvv")j2)DDD(vvv");DDD(uuu")) = hbbb;uuu"i: (3.33)Since (�(p"; jDDD(vvv")j2)DDD(vvv");DDD(uuu")) = (�(p"; jDDD(vvv")j2)DDD(vvv");DDD(vvv"))�� (�(p"; jDDD(vvv")j2)DDD(vvv");DDD(���));we obtain (applying (3.20) and (3.22)):(�(p"; jDDD(vvv")j2)DDD(vvv");DDD(vvv")) (3:20)� C12r Z
(jDDD(vvv")jr � 1) dx == C12r kDDD(vvv")krr � C12r j
j;and (�(p"; jDDD(vvv")j2)DDD(vvv");DDD(���)) (3:22)� C2r � 1 Z
(1 + jDDD(vvv")j)r�1jDDD(���)jdx �H�older� C2r � 1k1 +DDD(vvv")kr�1r kDDD(���)kr �� C2r � 1kDDD(���)kr(j
j1=r + kDDD(vvv")kr)r�1;i. e.(�(p"; jDDD(vvv")j2)DDD(vvv");DDD(uuu")) � C12r kDDD(vvv")krr � C12r j
j � C2r � 1kDDD(���)kr(j
j1=r + kDDD(vvv")kr)r�1:(3.34)Using then the inequality jhbbb;uuu"ij � kbbbk�1;r0kuuu"k1;r � c1kbbbk�1;r0kDDD(uuu")kr, due to theKorn's inequality, we conclude from (3.34) and (3.33):"krp"k22 + "kp"k22 + C12r kDDD(vvv")krr � C12r j
j �� C2r � 1kDDD(���)kr(j
j1=r + kDDD(vvv")kr)r�1 � c1kbk�1;r0(kDDD(vvv")kr + kDDD(���)kr);which implies the estimate "kp"k21;2 + CkDDD(vvv")krr � C <1; (3.35)21



or the equivalent one (using the Korn's inequality)"kp"k21;2 +Ckruuu"krr � C <1: (3.36)(Here C denotes generally di�erent, positive constants).Using again (3.22)k�(p"; jDDD(vvv")j2)DDD(vvv")kr0r0 (3:22)� C2r � 1 Z
(1 + jDDD(vvv")j)r dx � C2r � 1(j
j1=r + kDDD(uuu")kr + kDDD(���)kr)rwe obtain k�(p"; jDDD(vvv")j2)DDD(vvv")kr0 � C <1: (3.37)In order to obtain the estimates for p" independent of " we set    :=    " in (3.32) where   " solves: div   " = jp"jr0�2p" � 1j
j Z
 jp"jr0�2p" dx =: h" in 
   " = 000 on 
k   "k1;s � Cdiv;skh"ks for all s 2 (1;1); (3.38)in particular, for s = r k   "k1;r � Cdiv;rkp"k 1r�1r0 ; (3.39)as it is showed in [1] and [3]. The existence of    " is to be seen e. g. in [6] or [7]. We canthen conclude, using the fact that R
 p" dx = 0,kp"kr0r0 = (�(p"; jDDD(vvv")j2)DDD(vvv");DDD(   "))� hbbb;   "i �(3:22)� C2r � 1 Z
(1 + jDDD(vvv")j)r�1jDDD(   ")jdx+ kbbbk�1;r0k   "k1;r �H�older� c3k1 + jDDD(vvv")jkr�1r kDDD(   ")kr + kbbbk�1;r0k   "k1;r �(3:39)�(3.35) c4kp"k r0rr0which gives us (as r > 1) kp"kr0 � C <1: (3.40)Letting " tend to zero, the estimates (3.35), (3.36), (3.37) and (3.40) allow us to �nda sequence "& 0, f(vvv"; p")g and (vvv; p) 2W1;rdiv(
)d � Lr0(
)DDD(vvv"n) * DDD(vvv) weakly in Lr(
)d�d;rvvv"n * rvvv weakly in Lr(
)d�d;p"n * p weakly in Lr0(
);�(p"n ; jDDD(vvv"n)j2)DDD(vvv"n) * ��� weakly in Lr0(
)d�d; (3.41)and moreover, from compact imbedding we concludevvv"n ! vvv strongly in Ls(
)d for all s: 1 � s < drd� r : (3.42)Let us note that from (3.31) and (3.35) it directly follows thatdivvvv = 0 a. e. in 
, (3.43)22



and we can also pass to the limit in (3.32): we need to show is that for n!1Z
 �(p"n ; jDDD(vvv"n)j2)DDD(vvv"n) :DDD(   ) dx! Z
 �(p; jDDD(vvv)j2)DDD(vvv) :DDD(   ) dx: (3.44)at least for all    2 C1(
):In order to see (3.44), it is enough to show at least for a subsequence the convergences:p"n ! p a. e. in 
, (3.45)DDD(vvv"n)! DDD(vvv) a. e. in 
. (3.46)Once we prove (3.45) and (3.46) the limit (3.44) follows using the Vitali's theorem (for-mulated in lemma 3.4) as soon as (3.15) holds: but for any Q � 
, jQj < � we canwriteZQ j�(p"n ; jDDD(vvv"n)j2)DDD(vvv"n) :DDD(   )jdx (3.22)� kDDD(   )k1C ZQ(1 + jDDD(vvv"n)j)r�1 dxH�older�(3.35) CjQj1=r < C�1=rand (3.15) then follows.Strong convergence of fp"ng1n=1 and fDDD(vvv"n)g1n=1.We will put to use Lemma 3.9, denotingY n := Z
Z 10 �1 + jDDD(vvv) + s(DDD(vvv"n)�DDD(vvv))j2� r�22 jDDD(vvv"n)�DDD(vvv)j2 dsdx (3.47)it impies thatC12 Y n � Z
[SSS(p"n ;DDD(vvv"n))�SSS(p;DDD(vvv))] : (DDD(vvv"n)�DDD(vvv)) dx+ 202C1 kp"n � pk22; (3.48)where SSS(p;DDD(vvv)) = �(p; jDDD(vvv)j2)DDD(vvv). It can be seen in Lemma 3.17 below, that ourestimates kDDD(vvv"n)kr; kDDD(vvv)kr � K implykDDD(vvv"n)�DDD(vvv)k2r � C(K)Y n: (3.49)If we set    := vvv"n � vvv = uuu"n � uuu in (3.32) it gives usZ
[SSS(p"n ;DDD(vvv"n))�SSS(p;DDD(vvv))] : (DDD(vvv"n)�DDD(vvv)) dx == �Z
SSS(p;DDD(vvv)) : (DDD(vvv"n)�DDD(vvv)) dx+ Z
 p"n div(vvv"n � vvv) dx+ hbbb;vvv"n � vvvi: (3.50)Using that divvvv = 0 a. e. and neglecting R
 p"n divvvv"n dx = �kp"nk22 � krp"nk22 � 0 itfollows from (3.50), (3.49) and (3.48) that�C12 Y n + (1� �)C12 1C(K)kDDD(vvv"n)�DDD(vvv)k2r � 202C1 kp"n � pk22 + hbbb;vvv"n � vvvi �� Z
SSS(p;DDD(vvv)) : (DDD(vvv"n)�DDD(vvv)) dxfor any � 2 (0; 1). Considering the weak convergences (3.41) we get�C12 Y n + (1� �)CkDDD(vvv"n)�DDD(vvv)k2r � 202C1 kp"n � pk22 + �1("n); (3.51)23



where �i("n) ! 0 as "n ! 0. In order to handle the term kp"n � pk2 we test (3.32) with   =    n where    n solvesdiv   n = p"n � p in 
   n = 000 on @
k   nk1;q � Cdiv;qkp"n � pkq for all q 2 (1;1): (3.52)Note that R
(p"n � p) dx = 0 and from p"n * p weakly in Lr0(
) it follows that   n * 0 weakly in W1;r0(
)d   n ! 0 strongly in Lq(
)d, 8q 2 h1; dr0r0 � d):This gives uskp"n � pk22 = �(p; p"n � p)� hbbb;   ni++Z
[SSS(p"n ;DDD(vvv"n))�SSS(p;DDD(vvv))] :DDD(   n) dx+ Z
SSS(p;DDD(vvv)) :DDD(   n) dx == Z
[SSS(p"n ;DDD(vvv"n))�SSS(p;DDD(vvv))] :DDD(   n) dx+ �2("n):Let us denote ps := p+ s(p"n � p), DDDs :=DDD(vvv) + s(DDD(vvv"n)�DDD(vvv)) and consider[SSS(p"n ;DDD(vvv"n))�SSS(p;DDD(vvv))] = Z 10 @SSS(ps;DDDs)@DDD (DDD(vvv"n)�DDD(vvv)) ds++Z 10 @SSS(ps;DDDs)@p (p"n � p) ds=: I1 + I2:Since the derivatives of SSS are supposed to ful�l (1) and (2) we concludejI1j (2)� C2 Z 10 (1 + jDDDsj2) r�22 jDDD(vvv"n)�DDD(vvv)jdsandjI2j (1)� 0jp"n � pj;which implieskp"n � pk22 � 0 Z
 jp"n � pjjDDD(   n)jdx++ C2 Z
Z 10 (1 + jDDD(vvv) + s(DDD(vvv"n)�DDD(vvv))j2) r�22 jDDD(vvv"n)�DDD(vvv)jjDDD(   n)jdsdx++ �2("n):Recalling the de�nition of Y n from (3.47) and using the fact that (1+!2) r�22 � (1+!2) r�24as r < 2, the H�older inequality (once used on the integral over 
� (0; 1)) giveskp"n � pk22 � 0kp"n � pk2kr   nk2 + C2pY nkr   nk2 + �2("n):The estimate in (3.52) with q = 2 then leads tokp"n � pk22 � 0Cdiv;2kp"n � pk22 +C2Cdiv;2pY nkp"n � pk2 + �2("n);i. e.(1� 0Cdiv;2)kp"n � pk2 � C2Cdiv;2pY n + �3("n): (3.53)24



Putting this estimate into (3.51) we obtain�C12 Y n + (1� �)CkDDD(vvv"n)�DDD(vvv)k2r � 202C1 � C22C2div;2(1� 0Cdiv;2)2Y n + �4("n):Recalling 0 < 1Cdiv;2 C1C2+C1 from the assumption (2) we can choose � 2 (0; 1) such that0 < 1Cdiv;2 p�C1C2+p�C1 , which is enough to show that�C12 � 202C1 C22C2div;2(1� 0Cdiv;2)2 > 0;thus we can conclude limn!1 kDDD(vvv"n)�DDD(vvv)k2r = 0 (3.54)and limn!1Y n = 0: (3.55)The last fact and (3.53) then imply thatlimn!1 kp"n � pk2 = 0: (3.56)The convergences (3.45) and (3.46) then follow and the proof is complete.Existence of approximationsIn this section we show that for " > 0 �xed there is a solution (vvv; p) = (vvv"; p") ful�lling(3.30)-(3.32). Since " > 0 is �xed the dependence of the quantities on " is not designatedin what follows. The proof is via Galerkin approximations, following step by step theproof given in [1]Let f�kg1k=1 be a basis in W1;2(
) and faaakg1k=1 be a basis of W1;r0 (
)d. We look forapproximations pN and vvvN in the formpN = NXk=1 cNk �k and vvvN = ���+ NXk=1 dNk aaak;where cccN = (c1; : : : ; cN ) and dddN = (d1; : : : ; dN ) solve the Galerkin system"(rpN ;r�k) + "(pN ; �k)� (vvvN ;r�k) = 0; k = 1; : : : ; N; (3.57)Z
 �(pN ; jDDD(vvvN )j2)DDD(vvvN ) :DDD(aaal) dx+ Z
rpN � aaal dx = hbbb;aaali; l = 1; : : : ; N:(3.58)This is a system of 2N nonlinear algebraic equations with 2N unknowns. The solvabilityfollows from the Brouwer �xed point theorem formulated below and the apriori estimateswhich we are going to derive just now. Let us multiply the k-th equation in (3.57) by cNkand sum all equations for k = 1; : : : ; N , then multiply l-th equation in (3.58) by dNl andsum them over l = 1; : : : ; N . We obtain"krpNk22 + "kpNk22 + (divvvvN ; pN ) = 0 (3.59)(SSS(pN ;DDD(vvvN ));DDD(uuuN ))� (divuuuN ; pN ) = hbbb;uuuN i: (3.60)Summing these two equations we conclude (as div��� = 0)"kpNk21;2 + (SSS(pN ;DDD(vvvN ));DDD(uuuN )) = hbbb;uuuN i; (3.61)25



from which it follows in the exactly same way as on page 21, using (1), (2), Korn's andYoung's inequalities, that "kpNk21;2 + krvvvNkrr � C <1: (3.62)From (3.22) it follows thatk�(pN ; jDDD(vvvN )j2)DDD(vvvN )kr0 � C <1: (3.63)We can therefore �nd a subsequence (which we denote same as the original sequence) suchthat vvvN * vvv weakly in W1;r(
)d (3.64a)vvvN ! vvv strongly in Lq(
)d for q < drd� r (3.64b)pN * p weakly in W1;2(
) (3.64c)pN ! p strongly in L2(
) (3.64d)�(pN ; jDDD(vvvN )j2)DDD(vvvN )*��� weakly in Lr0(
)d�d, (3.64e)which allows us to pass to the limit in (3.57)-(3.58). We obtain"(rp;r�) + "(p; �) + (divvvv; pN ) = 0 8� 2W1;2(
) (3.65)(���;DDD(   ))� (p;div   ) = hbbb;   i 8   2W1;r0 (
)d: (3.66)In particular, testing � := p in (3.65) and    := uuu in (3.66) and summing the equations weobtain "kpk21;2 + (���;DDD(uuu)) = hbbb;uuui: (3.67)All we need in order to complete the proof is to identify ��� as SSS(p;DDD(vvv)). We do it as soonas we show that DDD(vvvN )!DDD(vvv) and pN ! p a.e. in 
 (3.68)at least for a subsequence. From Vitali's theorem (formulated in lemma 3.4) we againconcludeZ
 �(pN ; jDDD(vvvN )j2)DDD(vvvN ) :DDD(   ) dx! Z
SSS(p;DDD(vvv)) :DDD(   ) dx = Z
��� :DDD(   ) dx:In order to conclude (3.68) it is enough to show, at least for a subsequence, thatlimN!1 kDDD(vvvN )�DDD(vvv)kr = 0:Since we know (3.64d), (3.68) then follows.Let us recall (3.48) and (3.49) with p"n = pN and DDD(vvv"n) =DDD(vvvN ). We haveCkDDD(vvvN )�DDD(vvv)k2r �� Z
[SSS(pN ;DDD(vvvN ))�SSS(p;DDD(vvv))] : (DDD(vvvN )�DDD(vvv)) dx+ 202C1 kpN � pk22 == Z
SSS(pN ;DDD(vvvN )) :DDD(uuuN ) dx� Z
SSS(p;DDD(vvv)) : (DDD(vvvN )�DDD(vvv)) dx��Z
SSS(pN ;DDD(vvvN )) :DDD(uuu) dx+ 202C1 kpN � pk22 =(3.61)= hbbb;uuuN i � "kpNk22 � "krpNk22 + 202C1 kpN � pk22 ��Z
SSS(p;DDD(vvv)) : (DDD(vvvN )�DDD(vvv)) dx� Z
SSS(pN ;DDD(vvvN )) :DDD(uuu) dx:26



Using limN!1 krpNk22 � lim infN!1 krpNk22 � krpk22 we obtain"krpk22 + C � limN!1 kDDD(vvvN )�DDD(vvv)k2r � hbbb;uuui � "kpk22 � Z
��� :DDD(uuu) dx:Then from (3.67) directly followsC � limN!1 kDDD(vvvN )�DDD(vvv)k2r � 0which implies (3.68) and the proof is thus complete. �3.5.2 Existence of solutions for the generalized Navier-Stokes systemIn order to handle the convective term we introduce the following Lemma, which can befound in Kaplick�y, M�alek, Star�a [2]. It strongly takes an advantage of that the boundarycondition ''' ful�lls ''':nnn = 0 at @
 and gives an extension of ''' which could be arbitrarysmall. Moreover, it gives a control of its gradient.Lemma 3.12 (An extension of boundary conditions) Let r 2 (1; 2i, @
 2 C3, ''' =Tr(���), ��� 2W3;q(
) for some q > 2, and ''' satisfy''' � nnn = 0 at @
 (3.69)(where nnn denotes the outer normal vector to @
).Then for each � > 0 there exists ���� 2W1;1(
) such thatdiv���� = 0 in 
 and Tr(����) = ''' at @
; (3.70)�����Z
 ui@��j@xi uj dx����� < � 3r�4r kuuuk21;r 8uuu 2W1;r0 (
) (3.71)k����kq < C� 1qk����k1;q < C� 1q�1 for all q 2 h1;1i (3.72)Proof. A proof of this lemma is provided in [2].I believe that Lemma 3.12 could be in some special cases (as axial symmetry) gen-eralized into three dimensions, so far as ''' retains its two-dimensional nature. Such anextension is a future project.The construction of ������ is not di�cult in such a simple geometry as the case of eccentricannular rings with constant tangential velocity v0 prescribed on the inner circle. Let usde�ne the function ���� which ful�lls both (3.70) and the estimate (3.72) in a few followinglines:Let 
 � R2 be the eccentric annulus such as we can see in �gure 1. For a while, let usconsider the cartesian coordinates xxx = (x1; x2) 2 R2 with the origin located in the centreof the inner circle. Denote r = r(xxx) = kxxxk = px21 + x22 the distance from the centre,the unit \tangential" vector �eld ��� := ���(xxx) = 1r (x2;�x1) and the unit \axial" vector �eldrrr := rrr(xxx) = xxxkxxxk = 1r (x1; x2). It is easy to see that any function ���� of the form����(xxx) = f(r(xxx))��� (xxx)meets the equation div���� = 0; for kxxxk � RJ :We de�ne f(r) := � 0; for r � RJ + �v0�2 (Rj + � � r)2 for RJ � r � RJ + �:27



We then see, for � > 0 small enough, that the form ���� 2 C1(�
) satisfy the boundarycondition ''' = v0��� on the inner circle (and ''' = 000 on the outer circle) such that (3.70) isful�lled. It follows from de�nition that for r < RJ + �@����@��� (xxx) = 0;@����@rrr (xxx) = �2v0�2 (RJ + � � r);meanwhile ���� = 000 for r � RJ + �. We thus easily obtain j����j � v0 and jr����j �C(RJ ; v0) 1� . Realizing the fact that ���� is non-zero only on the area of dimension �(RJ +�)2 � �R2J � C� we conclude that (3.72) also holds.Theorem 3.13 (Existence of solutions for the system (P)) Let 
 � Rd be an openbounded set with the boundary @
 2 C3, d = 2: Let the assumptions (1) and (2) be satis�edwith r ful�lling 32 = 3dd+ 2 < r < 2 (3.73)and let (3.16) and (3.17) hold together with��� 2W3;q(
)d for some q > 2 (3.74)''' �nnn = 0 at @
; (3.75)where nnn denotes the outer normal vector to @
.Then there is at least one weak solution (vvv; p) to the problem (P) in the sence ofDe�nition 3.8.Proof.The proof follows the same steps as the proof for Stokes system above. The onlydi�erence concerns the convective term, but in order to show the whole proof clearly andwithout question, I have decided to repeat it all, not only the di�erences.We recall the problem (P") and assume that it has a solution. We derive the energyestimates and estimates for the pressure p" uniform with respect to ". Then for somesequence "n ! 0 we �nd weakly converging subsequence f(vvv"n ; p"n)g to the limit (vvv; p) inthe spaces stated in (3.19) and, in addition to that, we show the strong convergence off(vvv"n ; p"n)g. Finally, we proof the existence of weak solutions to the approximate problemand thus vindicate our assumption.Weak solution of (P")We suppose that for r ful�lling (3.73) and all " > 0 there is a weak solution (vvv"; p") to theproblem (P") such that vvv" ���� 2W1;r0 (
)d and p" 2W1;2(
) (3.76)satisfying "(rp";r�) + "(p"; �) + (divvvv"; �) = 0 for all � 2W1;2(
) (3.77)and �v"i @vvv"@xi ;   �+ 12 ((divvvv")vvv";   ) ++(�(p"; jDDD(vvv")j2)DDD(vvv");DDD(   ))� (p";div   ) = hbbb;   i (3.78)for all    2 W1;r0 (
)d:28



Let us note that all integrals in our weak formulation are �nite: from H�older inequalitywe see it for (3.77) as soon as r > 2dd+2 , the viscous term is �nite from (3.22). For the�niteness in the convective term we need the assumption r > 3dd+2 .The existence of solution (vvv"; p") ful�lling (3.76)-(3.78) for " > 0 �xed will be provedin the section 3.5.2.Energy estimates and their direct consequencesIn order to handle the convective term, we de�ne uuu";� byvvv" = ���� + uuu";�; (3.79)where ���� is taken from the Lemma 3.12; it ful�lls div���� = 0 and can be estimated byk����kq < C� 1q ;kr����kq < C� 1q�1; for all q 2 h1;1i: (3.80)Clearly, due to (3.70) uuu";� 2W1;r0;div (
)d:Let us set � := p" in (3.77) (note that such a � is a possible test function as soon asp" 2W1;2(
)) and    := uuu";� in (3.78), then it follows"krp"k22 + "kp"k22 + (divvvv"; p") = 0�v"i @vvv"@xi ;uuu";��+ 12 ((divvvv")vvv";uuu";�) ++ (�(p"; jDDD(vvv")j2)DDD(vvv");DDD(uuu";�))� (p";divuuu";�) = hbbb;uuu";�i:Summing these equations and using the assumption div���� = 0 we �ndIC + "krp"k22 + "kp"k22 + (�(p"; jDDD(vvv")j2)DDD(vvv");DDD(uuu";�)) = hbbb;uuu";�i; (3.81)where IC = �v"i @vvv"@xi ;uuu";��+ 12 ((divvvv")vvv";uuu";�) :Let us estimate IC . Recalling (3.79), we haveIC = Z
 v"i @��j@xi u";�j dx+ Z
 v"i @u";�j@xi u";�j dx+ 12 Z
(divvvv")v"ju";�j dx:Thus, Green's theorem (as uuu";� = 000 on @
) implies R
 v"i @@xi ( juuu";� j22 ) = �12 R
(divvvv")juuu";�j2.Then,IC = Z
 v"i @��j@xi u";�j dx+ 12 Z
(divvvv")��ju";�j dx =Green= �Z
(divvvv")��ju";�j dx� Z
 v"i��j @u";�j@xi dx+ 12 Z
(divvvv")��ju";�j dx == �Z
(divvvv")��jv"j dx� Z
 v"i��j @v"j@xi dx+ 12 Z
(divvvv")��jv"j dx++Z
(divvvv")j����j2 dx+ Z
 v"i @@xi ( j����j22 ) dx� 12 Z
(divvvv")j����j2 dx;which �nally, using the Green's theorem and div���� = 0, leads toIC = �12 Z
(divvvv")��jv"j dx� Z
 v"i��j @v"j@xi dx+ 12 Z
��i��j @��j@xi dx:29



Using the H�older inequality and the Lemma 3.12 we conclude thatjIC j � 32krvvv"krkvvv"k 2r2�r k����k 2r3r�4 + 12k����k22qkr����kq0 �(3.80)� c1kvvv"k21;r� 3r�42r + C� 1q+ 1q0�1 =Korn� d2(kDDD(vvv")k2r + d4k���k21;r)� 3r�42r + C; (3.82)where C; d2; d4 are some (positive) constants depending on 
, r.Considering the viscous term, using (3.20) and (3.22) we conclude analogously as inthe Stokes case (3.34)(�(p"; jDDD(vvv")j2)DDD(vvv");DDD(uuu";�)) � C12r kDDD(vvv")krr�C� C2r� 1kr����kr(j
j1=r+kDDD(vvv")kr)r�1;(3.83)and from (3.80) we obtain(�(p"; jDDD(vvv")j2)DDD(vvv");DDD(uuu";�)) � C12r kDDD(vvv")krr � C � d1� 1�rr (j
j1=r + kDDD(vvv")kr)r�1;(3.84)where C, d1 are again some positive constants.The right-hand side term can be estimated using Korn's inequality and Lemma 3.12:jhbbb;uuu";�ij � kbbbk�1;r0kvvv" �����k1;r �Korn� Ckbbbk�1;r0kDDD(vvv" �����)kr �� Ckbbbk�1;r0kDDD(vvv")kr + kbbbk�1;r0kr����kr �(3.80)� Ckbbbk�1;r0kDDD(vvv")kr + d3kbbbk�1;r0� 1r�1: (3.85)From (3.81) and (3.82), (3.84),(3.85) we obtain"kp"k21;2 + C12r kDDD(vvv")krr � d1� 1�rr (j
j1=r + kDDD(vvv")kr)r�1 �� d2� 3r�42r kDDD(vvv")k2r � d3kbbbk�1;r0� 1�rr � C � Ckbbbkr0kDDD(vvv")kr; (3.86)where by C we denote generally di�erent positive constants.We wouldn't obtain any useful result by just setting � small enough, say � & 0, becauseas r > 1 the term with � 1�rr would become in�nitely large. But for each kDDD(vvv")kr (greaterthen some constant D which doesn't depend on ") we can �nd � > 0 such that it ful�llsboth d1� 1�rr (j
j1=r + kDDD(vvv")kr)r�1 + d3kbbbk�1;r0� 1�rr < 13 C12r kDDD(vvv")krr; and (3.87)d2� 3r�42r (kDDD(vvv")k2r + d4k���k21;r) < 13 C12r kDDD(vvv")krr: (3.88)Indeed, denoting ~d1 := � 13d1 C12r � r1�r and ~d2 := � 13d2 C12r � 2r3r�4 we can equivalently write� > ~d1kDDD(vvv")kr r1�rr �(j
j1=r + kDDD(vvv")kr)r�1 + d3d1 kbbbk�1;r0�� r1�r (3.87)� < ~d2kDDD(vvv")kr 2r3r�4r (kDDD(vvv")k2r + d4k���k21;r)� 2r3r�4 ; (3.88)30



then considering kDDD(vvv")kr � j
j1=r and kDDD(vvv")kr � 12 � d3d1 kbbbk�1;r0� 1r�1 it is enough to �nd� > ~d12 r2r�1 kDDD(vvv")k r21�r+rr = ~d12 r2r�1 kDDD(vvv")k r1�rr (3.89)instead of (3.87), and assuming kDDD(vvv")kr � pd4k���k it is enough to �nd� < ~d22� 2r3r�4 kDDD(vvv")k(r�2) 2r3r�4r (3.90)instead of (3.88). Our goal is to show that~d12 r2r�1 kDDD(vvv")k r1�rr < ~d22� 2r3r�4 kDDD(vvv")k(r�2) 2r3r�4 : (3.91)But as soon as r > 32there holds r1� r < (r � 2) 2r3r � 4 ;and (3.91) is thus true for all kDDD(vvv")kr > D, D being a constant which depends on r,~d1 and ~d2. Moreover, considering D large enough, we can see that always � < �0 (this isneeded to apply Lemma 3.12.)We conclude that for each " > 0 eitherkDDD(vvv")kr � Dor "kp"k21;2 + 13 C12r kDDD(vvv")krr � Ckbbbkr0kDDD(vvv")kr + C;which together lead to the estimate"kp"k21;2 + CkDDD(vvv")krr � C <1; (3.92)or the equivalent one (using the Korn's inequality)"kp"k21;2 + Ckrvvv"krr � C <1: (3.93)Using again (3.22)k�(p"; jDDD(vvv")j2)DDD(vvv")kr0r0 (3:22)� C2r � 1 Z
(1 + jDDD(vvv")j)r dxwe obtain k�(p"; jDDD(vvv")j2)DDD(vvv")kr0 � C <1: (3.94)We remark that estimates (3.92) and (3.93) could be observed alternatively in a dif-ferent way. Proving the existence of "-approximations (see below) we notice (3.120), i. e.that kDDD(vvv(";)N )kr and therefore also kDDD(vvv")kr (from the lower semicontinuity of the norm)are bounded by a constant independent of ". Estimates (3.92) and (3.93) then follows di-rectly from (3.86) without any extra �tting of �. However, the \�-procedure" providedabove is used in the same way in the proof of existence of Galerkin approximations thatgoes before (3.120). 31



In order to obtain the estimates for p" independent of " we set    :=    " in (3.78) where   " solves: div   " = jp"jr0�2p" � 1j
j Z
 jp"jr0�2p" dx =: h" in 
   " = 000 on 
k   "k1;s � Cdiv;skh"ks for all s 2 (1;1); (3.95)in particular, for s = r k   "k1;r � Cdiv;rkp"k 1r�1r0 ; (3.96)as it is showed in [1] and [3]. The existence of    " is to be seen e. g. in [6] or [7]. We canthen conclude, similarly as in (3.40), using the fact that R
 p" dx = 0, H�older inequality,Sobolev imbedding and (3.22),kp"kr0r0 = (�(p"; jDDD(vvv")j2)DDD(vvv");DDD(   "))� hbbb;   "i++�v"i @vvv"@xi ;   "�+ 12 ((divvvv")vvv";   ") �� C2r � 1 Z
(1 + jDDD(vvv")j)r�1jDDD(   ")jdx+ kbbbk�1;r0k   "k1;r ++32kvvv"k rdd�r krvvv"krk   "k rdd�r �� c3k1 + jDDD(vvv")jkr�1r kDDD(   ")kr + kbbbk�1;r0k   "k1;r + c4kvvv"k21;rk   "k1;r �(3:96)� c5kp"k r0rr0which gives us (as r > 1) kp"kr0 � C <1: (3.97)Letting " tend to zero, the estimates (3.92), (3.93), (3.94) and (3.97) allow us to �nda sequence "& 0, f(vvv"; p")g and (vvv; p) 2W1;rdiv(
)d � Lr0(
)DDD(vvv"n) * DDD(vvv) weakly in Lr(
)d�d;rvvv"n * rvvv weakly in Lr(
)d�d;p"n * p weakly in Lr0(
);�(p"n ; jDDD(vvv"n)j2)DDD(vvv"n) * ��� weakly in Lr0(
)d�d; (3.98)and moreover, from compact imbedding we concludevvv"n ! vvv strongly in Ls(
)d for all s: 1 � s < drd� r : (3.99)As r > 3dd+2 , (3.99) and (3.78) su�ce to show thatZ
 v"i @v"j@xi j dx! Z
 vi@vj@xi j dxZ
(divvvv")v"j j dx! Z
(divvvv)vj j dx for all    2 D(
). (3.100)Let us note that from (3.77) and (3.92) it directly follows thatdivvvv = 0 a. e. in 
, (3.101)and we can also pass to the limit in (3.78), only we need to show is that for n!1Z
 �(p"n ; jDDD(vvv"n)j2)DDD(vvv"n) :DDD(   ) dx! Z
 �(p; jDDD(vvv)j2)DDD(vvv) :DDD(   ) dx: (3.102)32



In order to see (3.102), it is enough to show at least for a subsequence the convergence:p"n ! p a. e. in 
, (3.103)DDD(vvv"n)! DDD(vvv) a. e. in 
. (3.104)Once we prove (3.103) and (3.104) the limit (3.102) follows using the Vitali's theorem(formulated in lemma 3.4) in the same way as in the Stokes case.Strong convergence of fp"ng1n=1 and fDDD(vvv"n)g1n=1.We will put to use Lemma 3.9, denotingY n := Z
Z 10 �1 + jDDD(vvv) + s(DDD(vvv"n)�DDD(vvv))j2� r�22 jDDD(vvv"n)�DDD(vvv)j2 dsdx (3.105)it says thatC12 Y n � Z
[SSS(p"n ;DDD(vvv"n))�SSS(p;DDD(vvv))] : (DDD(vvv"n)�DDD(vvv)) dx+ 202C1 kp"n � pk22;(3.106)where SSS(p;DDD(vvv)) = �(p; jDDD(vvv)j2)DDD(vvv). It can be seen in Lemma 3.17 below, that ourestimates kDDD(vvv"n)kr; kDDD(vvv)kr � K implykDDD(vvv"n)�DDD(vvv)k2r � C(K)Y n: (3.107)If we set    := vvv"n � vvv in (3.78) it gives usZ
[SSS(p"n ;DDD(vvv"n))�SSS(p;DDD(vvv))] : (DDD(vvv"n)�DDD(vvv)) dx == � Z
SSS(p;DDD(vvv))(DDD(vvv"n)�DDD(vvv)) dx+ Z
 p"n div(vvv"n � vvv) dx+ (3.108)+hbbb;vvv"n � vvvi � Z
 v"ni @vvv"n@xi � (vvv"n � vvv) dx� 12 Z
(divvvv"n)vvv"n � (vvv"n � vvv) dx:Using that divvvv = 0 a. e. and neglecting R
 p"n divvvv"n dx = �kp"nk22 � krp"nk22 � 0 itfollows from (3.108), (3.107) and (3.106) that�C12 Y n + (1� �)C12 1C(K)kDDD(vvv"n)�DDD(vvv)k2r � 202C1 kp"n � pk22 + hbbb;vvv"n � vvvi ��Z
SSS(p;DDD(vvv)) : (DDD(vvv"n)�DDD(vvv)) dx� Z
 v"ni @vvv"n@xi � (vvv"n � vvv) dx��Z
(divvvv"n)vvv"n � (vvv"n � vvv) dx;for any � 2 (0; 1). Considering the weak convergence (3.98) and (3.99) we get�C12 Y n + (1� �)CkDDD(vvv"n)�DDD(vvv)k2r � 202C1 kp"n � pk22 + �1("n); (3.109)where �k("n) ! 0 as "n ! 0. In order to handle the term kp"n � pk2 we test (3.78) with   =    n where    n solvesdiv   n = p"n � p in 
   n = 000 on @
k   nk1;q � Cdiv;qkp"n � pkq for all q 2 (1;1). (3.110)33



Note that R
(p"n � p) dx = 0 and from p"n * p weakly in Lr0(
) it follows   n * 000 weakly in W1;r0(
)d   n ! 000 strongly in Lq(
)d, q 2 h1; dr0r0 � d):This gives uskp"n � pk22 = �(p; p"n � p)� hbbb;   ni++Z
 v"ni @vvv"n@xi �   n dx+ 12 Z
(divvvv"n)vvv"n �   n dx++Z
[SSS(p"n ;DDD(vvv"n))�SSS(p;DDD(vvv))] :DDD(   n) dx+ Z
SSS(p;DDD(vvv)) :DDD(   n) == Z
[SSS(p"n ;DDD(vvv"n))�SSS(p;DDD(vvv))] :DDD(   n) dx+ �2("n):Let us denote ps := p+ s(p"n � p), DDDs :=DDD(vvv) + s(DDD(vvv"n)�DDD(vvv)) and consider[SSS(p"n ;DDD(vvv"n))�SSS(p;DDD(vvv))] = Z 10 @SSS(ps;DDDs)@DDD (DDD(vvv"n)�DDD(vvv)) ds++Z 10 @SSS(ps;DDDs)@p (p"n � p) ds=: I1 + I2:Since the derivatives of SSS are supposed to ful�l (1) and (2) we concludejI1j (2)� C2 Z 10 (1 + jDDDsj2) r�22 jDDD(vvv"n)�DDD(vvv)jdsandjI2j (1)� 0jp"n � pj;which implieskp"n � pk22 � 0 Z
 jp"n � pjjDDD(   n)jdx++ C2 Z
Z 10 (1 + jDDD(vvv) + s(DDD(vvv"n)�DDD(vvv))j2) r�22 jDDD(vvv"n)�DDD(vvv)jjDDD(   n)jdsdx++ �2("n):Recalling the de�nition of Y n from (3.105) and using the fact that (1+!2) r�22 � (1+!2) r�24as r < 2, the H�older inequality (once used on the integral over 
� (0; 1)) giveskp"n � pk22 � 0kp"n � pk2kr   nk2 + C2pY nkr   nk2 + �2("n):The estimate in (3.110) with q = 2 then implieskp"n � pk22 � 0Cdiv;2kp"n � pk22 +C2Cdiv;2pY nkp"n � pk2 + �2("n);which leads to(1 � 0Cdiv;2)kp"n � pk2 � C2Cdiv;2pY n + �3("n): (3.111)Putting this estimate into (3.109) we obtain�C12 Y n + (1� �)CkDDD(vvv"n)�DDD(vvv)k2r � 202C1 C22C2div;2(1� 0Cdiv;2)2Y n + �4("n):34



Recalling 0 < 1Cdiv;2 C1C2+C1 from the assumption (2) we can choose � 2 (0; 1) such that0 < 1Cdiv;2 p�C1C2+p�C1 , which is enough to show that�C12 � 202C1 C22C2div;2(1� 0Cdiv;2)2 > 0;thus we can conclude limn!1 kDDD(vvv"n)�DDD(vvv)k2r = 0 (3.112)and limn!1Y n = 0: (3.113)The last fact and (3.111) then imply thatlimn!1 kp"n � pk2 = 0: (3.114)The convergence (3.103) and (3.104) then follow and the proof is complete.Existence of approximationsIn this section we show that for " > 0 �xed there is a solution (vvv; p) = (vvv"; p") ful�lling(3.76)-(3.78). Since " > 0 is �xed, the dependence of the quantities on " is not designatedin what follows. The proof is via Galerkin approximations, similarly as in the Stokes case.Let f�kg1k=1 be a basis in W1;2(
) and faaakg1k=1 be a basis of W1;r0 (
)d. We look forapproximations pN and vvvN in the formpN = NXk=1 cNk �k and vvvN = ���� + NXk=1 dNk aaak = ���� + uuuN ;where ���� goes from Lemma 3.12, and cccN = (c1; : : : ; cN ) and dddN = (d1; : : : ; dN ) solve theGalerkin system "(rpN ;r�k) + "(pN ; �k)� (vvvN ;r�k) = 0; (3.115)k = 1; : : : ; N;Z
 vNi @vvvN@xi � aaal dx+ 12 Z
(divvvvN )vvvN � aaal ++Z
 �(pN ; jDDD(vvvN )j2)DDD(vvvN ) :DDD(aaal) dx+ Z
rpN � aaal dx = hbbb;aaali; (3.116)l = 1; : : : ; N:This is a system of 2N nonlinear algebraic equations with 2N unknowns, the solvabilityfor some � follows from the Brouwer �xed point theorem formulated below and from thefollowing considerations.Let us de�ne a continuous mapping P : R2N ! R2N :Pk([cccN ; dddN ]) := "(rpN ;r�k) + "(pN ; �k)� (vvvN ;r�k); k = 1; : : : ; N;PN+l([cccN ; dddN ]) := �vNi @vvvN@xi ; aaal�+ 12 �(divvvvN )vvvN ; aaal�+ �SSS(pN ;DDD(vvvN ));DDD(aaal)�++(rpN ; aaal)� hbbb;aaali; l = 1; : : : ; N:Then we see thatP([cccN ; dddN ]) � [cccN ; dddN ] = IC + "kpNk21;2 + �SSS(pN ;DDD(vvvN ));DDD(uuuN )�� hbbb;uuuN i; (3.117)where IC = �vNi @vvvN@xi ;uuuN�+ 12 �(divvvvN )vvvN ;uuuN� :35



We can derive the same estimates as in section 3.5.2 and concludejIC j � d2(kDDD(vvvN )k2r + d4k���k21;r)� 3r�42r + C;�SSS(pN ;DDD(vvvN ));DDD(vvvN )� � C12r kDDD(vvvN )krr � C � d1(j
j1=r + kDDD(vvvN )kr)r�1� 1�rr ;jhbbb;uuuN ij � Ckbbbk�1;r0kDDD(vvvN )kr + d3kbbbk�1;r0� 1�rr ;and thusP([cccN ; dddN ]) � [cccN ; dddN ] �� "kpNk21;2 + C12r kDDD(vvvN )krr � d1(j
j1=r + kDDD(vvvN )kr)r�1� 1�rr ��d2(kDDD(vvvN )k2r + d4k���k21;r)� 3r�42r � Ckbbbk�1;r0kDDD(vvvN )kr � d3kbbbk�1;r0� 1�rr � C:(C being some generally di�erent constants, which don't depend on �). Similarly as insection 3.5.2 we can see that for each � > �0, �0 > 0 great enough we can �nd such an� > 0 such thatd1(j
j1=r + j�j)r�1� 1�rr + d2(j�j2 + d4k���k21;r)� 3r�42r + d3kbbbk�1;r0� 1�rr < 23 C12r j�jr:Then it is clear (as r > 1) that setting � great enough there holds13 C12r j�jr � Ckbbbk�1;r0 j�j � C � 0;and thus P([cccN ; dddN ]) � [cccN ; dddN ] � 0 (3.118)for jdddN j = � and all cccN . Moreover, for each jdddN j < � (3.118) holds for cccN great enough,say jcccN j � �(jdddN j), where � is bounded.Applying the Brouwer �xed point theorem 3.16 formulated below we thus obtain asolution (vvvN ; pN ) ful�lling kpNk1;2 + kDDD(vvvN )kr � C (3.119)C being a constant which doesn't depend on N .We would like to make a remark that from Theorem 3.16 also follows the estimationkDDD(vvvN )kr � c(�); (3.120)where c(�) doesn't even depend on " (note that � also doesn't depend on "). This factcould be used in passing the limit "! 0.We can then �nd a subsequence (which we denote same as the original sequence) suchthat vvvN * vvv weakly in W1;r(
)d (3.121a)vvvN ! vvv strongly in Lq(
)d for q < drd� r (3.121b)pN * p weakly in W1;2(
) (3.121c)pN ! p strongly in L2(
) (3.121d)�(pN ; jDDD(vvvN )j2)DDD(vvvN )*��� weakly in Lr0(
)d�d, (3.121e)which allows us to pass to the limit in (3.115)-(3.116). We obtain"(rp;r�) + "(p; �) + (divvvv; pN ) = 0 8� 2W1;2(
) (3.122)�vi @vvv@xi ;   �+ 12 ((divvvv)vvv;   ) ++(���;DDD(   ))� (p;div   ) = hbbb;   i 8   2W1;r0 (
)d: (3.123)36



In particular, testing � := p in (3.122) and    := uuu = vvv ������� in (3.123) and summing theequations we obtain�vi @vvv@xi ;uuu�+ 12 ((divvvv)vvv;uuu) + "kpk21;2 + (���;DDD(uuu)) = hbbb;uuui: (3.124)All we need in order to complete the proof is to identify ��� as SSS(p;DDD(vvv)). We do it as soonas we show that DDD(vvvN )!DDD(vvv) and pN ! p a. e. in 
 (3.125)at least for a subsequence. From Vitali's theorem (formulated in lemma 3.4) we conclude,in the same way as in the Stokes case,Z
 �(pN ; jDDD(vvvN )j2)DDD(vvvN ) :DDD(   ) dx! Z
SSS(p;DDD(vvv)) :DDD(   ) dx = Z
��������� :DDD(   ) dx:In order to conclude (3.125) it is enough to show, at least for a subsequence, thatlimN!1 kDDD(vvvN )�DDD(vvv)kr = 0:Since we know (3.121d), (3.125) then follows.Let us recall (3.106) and (3.107) with p"n = pN and DDD(vvv"n) =DDD(vvvN ). We haveCkDDD(vvvN )�DDD(vvv)k2r �� Z
[SSS(pN ;DDD(vvvN ))�SSS(p;DDD(vvv))] : (DDD(vvvN )�DDD(vvv)) dx+ 202C1 kpN � pk22 == Z
SSS(pN ;DDD(vvvN )) :DDD(uuuN ) dx� Z
SSS(p;DDD(vvv)) : (DDD(vvvN )�DDD(vvv)) dx��Z
SSS(pN ;DDD(vvvN )) :DDD(uuu) dx+ 202C1 kpN � pk22 =(3.117)= hbbb;uuuN i � IC � "kpNk22 � "krpNk22 + 202C1 kpN � pk22 ��Z
SSS(p;DDD(vvv)) : (DDD(vvvN )�DDD(vvv)) dx� Z
SSS(pN ;DDD(vvvN )) :DDD(uuu) dx:Using limN!1 krpNk22 � lim infN!1 krpNk22 � krpk22 we obtain"krpk22 + C � limN!1 kDDD(vvvN )�DDD(vvv)k2r � hbbb;uuui � "kpk22 � Z
 � :DDD(uuu) dx:Then from (3.124) directly followsC � limN!1 kDDD(vvvN )�DDD(vvv)k2r � 0 (3.126)which implies (3.125) and the proof is thus complete. �3.6 Uniqueness of solutions3.6.1 Uniqueness of solution to the generalized Stokes systemTheorem 3.14 (Uniqueness of solution to the system (PS)) Let 
 � Rd be an openbounded set with the Lipschitz boundary @
, d = 2 or 3. Let the assumptions (1) and (2)be satis�ed with r 2 (1; 2).Then the weak solution (vvv; p)vvv 2W1;rdiv(
)d and p 2 Lr0(
); r0 = rr � 1 (3.127)to the problem (PS) is unique. 37



Proof. Let (vvv1; p1), (vvv2; p2) be two solutions to the same boundary condition. Remindthat there holds (3.127) and each solution (vvv; p) has to ful�l�SSS(p;DDD(vvv));DDD(   )�� (p;div   ) = hbbb;   i; (3.128)for all    2W1;r0 (
)d;where SSS(p;DDD(vvv)) = �(p; jDDD(vvv)j2)DDD(vvv), anddivvvv = 0 a. e. in 
: (3.129)Subtracting the equations (3.128) for these two solutions we obtain�SSS(p1;DDD(vvv1))�SSS(p2;DDD(vvv2));DDD(   )� = (p1 � p2;div   ) (3.130)for all    2W1;r0 (
)d:Let us set    := ~   where ~   solves:div ~   = p1 � p2 in 
~   = 000 on @
k~   k1;2 � Cdiv;2kp1 � p2k2: (3.131)It then follows from (3.130) that�SSS(p1;DDD(vvv1))�SSS(p2;DDD(vvv2));DDD(~   )� = kp1 � p2k22: (3.132)Denoting further ps := p1 + s(p2 � p1) and DDDs :=DDD(vvv1) + s(DDD(vvv2)�DDD(vvv1)) we can write(SSS(p1;DDD(vvv1))�SSS(p2;DDD(vvv2))) :DDD(~   ) == Z 10 (p1 � p2)@SSS(ps;DDD(vvv1))@p :DDD(~   ) ds+ Z 10 @SSS(p2;DDDs)@DDD � �DDD(~   )
 (DDD(vvv1)�DDD(vvv2))� ds;and assumptions (1) and (2) then lead to�SSS(p1;DDD(vvv1))�SSS(p2;DDD(vvv2));DDD(~   )� �� Z
 0jp1 � p2jjDDD(~   )jdx+ Z
 Z 10 C2(1 + jDDDsj2) r�22 jDDD(vvv1)�DDD(vvv2)jjDDD(~   )jdsdx �H�older� 0kp1 � p2k2kDDD(~   )k2 + C2�Z
 Z 10 (1 + jDDDsj2)r�2jDDD(vvv1)�DDD(vvv2)j2 dsdx�12 kDDD(~   )k2;using that (1 + !2)r�2 � (1 + !2) r�22 as r < 2,�SSS(p1;DDD(vvv1))�SSS(p2;DDD(vvv2));DDD(~   )� �� 0kp1 � p2k2kDDD(~   )k2 + C2�Z
 Z 10 (1 + jDDDsj2) r�22 jDDD(vvv1)�DDD(vvv2)j2 dsdx�12 kDDD(~   )k2:(3.133)Setting    := vvv1 � vvv2 in (3.130) we obtain (as divvvv1 = divvvv2 = 0 a. e. in 
)�SSS(p1;DDD(vvv1))�SSS(p2;DDD(vvv2));DDD(vvv1)�DDD(vvv2)� = 0:From Lemma 3.9 then follows thatZ
 Z 10 (1 + jDDDsj2) r�22 jDDD(vvv1)�DDD(vvv2)j2 dsdx � 20C21 kp1 � p2k22 (3.134)38



which together with (3.133) leads to�SSS(p1;DDD(vvv1))�SSS(p2;DDD(vvv2));DDD(~   )� �� 0kp1 � p2k2kDDD(~   )k2 + C2 0C1 kp1 � p2k2kDDD(~   )k2 == 0C1 + C2C1 kp1 � p2k2kDDD(~   )k2:Recalling kDDD(~   )k2 � k~   k1;2, (3.131) and (3.132) we �nally conclude thatkp1 � p2k22 � 0C1 + C2C1 Cdiv;2kp1 � p2k22:Since we assume 0 < 1Cdiv;2 C1C1+C2 , this directly implies thatkp1 � p2k2 = 0i. e. p1 = p2 a. e. in 
: (3.135)Looking back to (3.134),Z
 Z 10 (1 + jDDDsj2) r�22 jDDD(vvv1)�DDD(vvv2)j2 dsdx � 20C21 kp1 � p2k22 = 0we see that DDD(vvv1)�DDD(vvv2) = 0 a. e. in 
which implies, due to Korn's inequality and since vvv1 and vvv2 ful�l the same boundaryconditions, vvv1 = vvv2 a. e. in 
: (3.136)�3.6.2 Uniqueness of solution to the generalized Navier-Stokes systemTheorem 3.15 (Uniqueness of solution to the system (P)) Let 
 � Rd be an openbounded set with the Lipschitz boundary @
, d = 2 or 3. Let the assumptions (1) and (2)be satis�ed with r ful�lling 3dd+ 2 < r < 2:Let (vvv1; p1), (vvv2; p2) be two weak solutions to the problem (P),vvv1; vvv2 2W1;rdiv(
)d and p1; p2 2 Lr0(
); r0 = rr � 1 ;both ful�lling kvvv1k1;r; kvvv2k1;r < �;where � is some small, positive constant, that will be speci�ed.Then vvv1 = vvv2 a. e. and p1 = p2 a. e. 39



Proof. Each solution (vvv; p) has to ful�ll�vi @vvv@xi ;   �+ �SSS(p;DDD(vvv));DDD(   )�� (p;div   ) = hbbb;   i; (3.137)for all    2W1;r0 (
)d;and divvvv = 0 a. e. in 
:Subtracting the equations (3.137) we obtain�v1i @vvv1@xi � v2i @vvv2@xi ;   �++�SSS(p1;DDD(vvv1))�SSS(p2;DDD(vvv2));DDD(   )� = (p1 � p2;div   ); (3.138)for all    2 W1;r0 (
)d;where the �rst term can be rewritten asZ
(v1i � v2i )@v1j@xi  j dx+ Z
 v2i @(v1j � v2j )@xi  j dx: (3.139)Let us set    = vvv1 � vvv2 and we conclude (as divvvv1 = divvvv2 = 0) that�SSS(p1;DDD(vvv1))�SSS(p2;DDD(vvv2));DDD(vvv1 � vvv2)� == Z
(v1i � v2i )@v1j@xi (v1j � v2j ) dx+ 12 Z
 v2i @@xi (v1j � v2j )2 dx:The last integral vanishes due to the Green theorem, and H�older inequality then implies�SSS(p1;DDD(vvv1))�SSS(p2;DDD(vvv2));DDD(vvv1 � vvv2)� � krvvv1krkvvv1 � vvv2k22r0 :Applying the imbedding theorem, using the fact that 2r0 = 2 rr�1 < rdd�r as soon as r > 3rd+2 ,we see that kvvv1 � vvv2k2r0 < CIMB;2r0kvvv1 � vvv2k1;r;and we can thus write�SSS(p1;DDD(vvv1))�SSS(p2;DDD(vvv2));DDD(vvv1 � vvv2)� � C2IMB;2r0krvvv1krkvvv1 � vvv2k21;r: (3.140)The Lemma 3.9 shows thatY � 20C21 kp1 � p2k22 + 2C1 �SSS(p1;DDD(vvv1))�SSS(p2;DDD(vvv2));DDD(vvv1 � vvv2)�(3.140)� 20C21 kp1 � p2k22 + C2IMB;2r0 2C1 krvvv1krkvvv1 � vvv2k21;r;which also meansY 1=2 � 0C1 kp1 � p2k2 + CIMB;2r0 � 2C1 krvvv1kr� 12 kvvv1 � vvv2k1;r; (3.141)where we have de�ned Y asY := Z
 Z 10 (1 + jDsj2) r�22 jDDD(vvv1 � vvv2)j2 dsdx;Ds := DDD(vvv2) + s(DDD(vvv1)�DDD(vvv2)):40



Let us set    := ~   where ~   solves:div ~   = p1 � p2 in 
~   = 000 on @
k~   k1;2 � Cdiv;2kp1 � p2k2: (3.142)From assumptions (1) and (2) we deduce in the same way as in (3.133), that�SSS(p1;DDD(vvv1))�SSS(p2;DDD(vvv2));DDD(~   )� � 0kp1 � p2k2kDDD(~   )k2 + C2Y 1=2kDDD(~   )k2;(3.143)which together with (3.141) gives�SSS(p1;DDD(vvv1))�SSS(p2;DDD(vvv2));DDD(~   )� � 0kp1 � p2k2kDDD(~   )k2 ++ C2 0C1 kp1 � p2k2kDDD(~   )k2 + C2CIMB;2r0 � 2C1 krvvv1kr� 12 kvvv1 � vvv2k1;rkDDD(~   )k2: (3.144)Setting    = ~   into equation (3.137) (and using (3.139)) we obtainZ
(v1i � v2i )@v1j@xi ~ j dx+ Z
 v2i @(v1j � v2j )@xi ~ j dx ++�SSS(p1;DDD(vvv1))�SSS(p2;DDD(vvv2));DDD(~   )� = kp1 � p2k22;where the convective term integrals can be fashioned using the Green theorem, writingZ
 v2i @(v1j � v2j )@xi ~ j dx = �Z
 v2i (v1j � v2j )@ ~ j@xi dx;Z
(v1i � v2i )@v1j@xi ~ j dx = �Z
(v1i � v2i )v1j @ ~ j@xi dx;and with help of H�older inequality and Korn's inequality (kuuuk1;2 � k2kDDD(uuu)k2) and theimbedding theorem (kuuukq � CIMB;qkuuuk1;r) each of them can be estimated bykvvv1 + vvv2k2rkvvv1 � vvv2k2r0kr~   k2 Korn� k2kvvv1 + vvv2k2rkvvv1 � vvv2k2r0kDDD(~   )k2Imbedding� k2CIMB;2r0kvvv1 + vvv2k2rkvvv1 � vvv2k2r0kDDD(~   )k2such that kp1 � p2k22 � �SSS(p1;DDD(vvv1))�SSS(p2;DDD(vvv2));DDD(~   )�++2k2CIMB;2r0kvvv1 + vvv2k2rkvvv1 � vvv2k1;rkDDD(   )k2: (3.145)From (3.145) and (3.144) we can see thatkp1 � p2k22 � 0kp1 � p2k2kDDD(~   )k2 + C2 0C1 kp1 � p2k2kDDD(~   )k2 ++C2CIMB;2r0 � 2C1 krvvv1kr� 12 kvvv1 � vvv2k1;rkDDD(~   )k2 ++2k2CIMB;2r0kvvv1 + vvv2k2rkvvv1 � vvv2k2r0kDDD(   )k2;and (3.142) then gives uskp1 � p2k22 � Cdiv;20kp1 � p2k22 + Cdiv;2C2 0C1 kp1 � p2k22 ++ Cdiv;2CIMB;2r0 "C2� 2C1 krvvv1kr� 12 + 2k2kvvv1 + vvv2k2r# kvvv1 � vvv2k1;rkp1 � p2k2; (3.146)41



from which we directly observeA1kp1 � p2k2 � A2kvvv1 � vvv2k1;ras we have de�nedA1 := 1Cdiv;2 � 0C1 + C2C1 (3.147)A2 := CIMB;2r0 "C2� 2C1 krvvv1kr� 12 + 2k2kvvv1 + vvv2k2r# : (3.148)As soon as the assumption (1) is met and A1 is thus positive, we concludekp1 � p2k2 � A2A1 kvvv1 � vvv2k1;r: (3.149)Introducing this last inequality into (3.141) it followsY 1=2 � " 0C1 A2A1 + C2IMB;2r0 � 2C1 krvvv1kr� 12# kvvv1 � vvv2k1;r: (3.150)Recall then (3.155) from the proof of Lemma 3.17 (we just need to put vvv1 and vvv2 insteadof vvv"n and vvv), observekDDD(vvv1)�DDD(vvv2)k2r � k1 + jDDD(vvv1)j+ jDDD(vvv2)jk2�rr ;and applying the Korn's inequality k!k1;r � krkDDD(!)kr,kvvv1 � vvv2k21;r � k2r (j
j1=r + kvvv1kr + kvvv2kr)2�r Y;we �nally conclude from (3.150), thatkvvv1 � vvv2k1;r � A3kvvv1 � vvv2k1;r (3.151)where A3 is de�ned asA3 := kr(j
j1=r + kvvv1kr + kvvv2kr)2�r " 0C1 A2A1 + C2IMB;2r0 � 2C1 krvvv1kr� 12# :When kvvv1k1;r; kvvv2k1;r < �, we easily see thatA2 � CIMB;2r0 "C2� 2�C1� 12 + 4k2CIMB;2r �#= CIMB;2r0 "C2� 2C1� 12 + 4k2CIMB;2r � 12# � 12A3 � kr(j
j1=r + 2�)2�r " 0C1A1A2 + CIMB;2r0 � 2�C1� 12#so it is clear that setting � small enough, we achieve A3 < 1. With that (3.151) giveskvvv1 � vvv2k1;r = 0, (3.149) then gives kp1 � p2k2 = 0 and the proof is complete. �
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3.7 Auxiliary lemmasLemma 3.16 (Fixed point) Let P : Rn ! Rn be continuous. Let K be an open set,star-shaped with respect to 000, i. e. there exists a continuous function � : @B1(000) !(0;+1), such that xxx�� xxxjxxxj� 2 K; 8xxx 2 B1(000);xxx 6= 000xxx�(xxx) 2 @K; 8xxx 2 @B1(000);(B1(000) being a closed ball in Rn). Let P ful�l�P(xxx);xxx� � 0; 8xxx 2 @K: (3.152)Then there exists xxx0 2 K such that P(xxx0) = 000.Proof. We use the Brouwer theorem formulated in Lemma 3.6, see Evans [18] or Lions[17]. Assume that such an xxx0 doesn't exist, i. e.P(xxx) 6= 0; 8xxx 2 K:De�ne a mapping aaa : B1(000)! K:aaa(xxx) := (xxx�� xxxjxxxj� ; xxx 6= 000000; xxx = 000; (3.153)we see that aaa is continuous andaaa(xxx) 2 @K 8xxx 2 @B1(000): (3.154)De�ne a continuous mapping M : B1(000)! B1(000) (in fact, it is on @B1(000)):M(xxx) := �P(aaa(xxx))jP(aaa(xxx))j :It then follows from the Brouwer theorem that there exists some ccc 2 B1(000) such thatM(ccc) = ccc;(moreover ccc 2 @B1(000)). We multiply this equality by aaa(ccc) and using aaa(ccc) 2 @K (3.154) weobtain:0 (3.152)� � 1jP(aaa(ccc))j�P(aaa(ccc)); aaa(ccc)� = �ccc;aaa(ccc)� (3.153)= �� cccjcccj� jcccj2 > 0;which gives the contradiction. �Lemma 3.17 Assuming kDDD(vvv"n)kr � K and kDDD(vvv)kr � K, there holdskDDD(vvv"n)�DDD(vvv)k2r � C(K)Y n: (3.107)Proof. Let us recall the de�nitionsDs := DDD(vvv) + s(DDD(vvv"n)�DDD(vvv));Y n := Z
 Z 10 (1 + jDsj2) r�22 jDDD(vvv"n)�DDD(vvv)j2 dsdx:43



ThenkDDD(vvv"n)�DDD(vvv)krr = Z
 jDDD(vvv"n)�DDD(vvv)jr dx == Z
 �(1 + jDDD(vvv"n)j+ jDDD(vvv)j)r�2jDDD(vvv"n)�DDD(vvv)j2� r2(1 + jDDD(vvv"n)j+ jDDD(vvv)j)(2�r) r2 dx �H�older� �Z
(1 + jDDD(vvv"n)j+ jDDD(vvv)j)r�2jDDD(vvv"n)�DDD(vvv)j2 dx� r2�Z
(1 + jDDD(vvv"n)j+ jDDD(vvv)j)(2�r) r2 22�r dx�2�r2 :For all s 2 h0; 1i clearly (1 + jDDD(vvv) + s(DDD(vvv"n)�DDD(vvv))j2) � (1 + jDDD(vvv"n)j+ jDDD(vvv)j)2 andthus kDDD(vvv"n)�DDD(vvv)krr � (Y n) r2 k1 + jDDD(vvv"n)j+ jDDD(vvv)jk 2�r2 rr ;i. e. kDDD(vvv"n)�DDD(vvv)k2r � Y nk1 + jDDD(vvv"n)j+ jDDD(vvv)jk2�rr : (3.155)From the assumptions then (3.107) follows. �
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4 Numerical results4.1 Numerical methodFor numerical simulations we use the software package featflow, the �nite elementmethod package developed initially to solve the Navier-Stokes equations and modi�edin order to solve also the Navier-Stokes-like system with the pressure- and the shear- de-pendent viscosities. Information about the basic numerical methods used in the package,about the e�ciency and the mathematical background, as well as the software itself, isavailable on the Internet on www.featflow.de. We will give just a brief survey, whichmostly retells what can be found in featflow manual [23] and in the book by S. Turek[22].4.1.1 The �nite elements usedFor solving the problem (P) the �nite element approach is used. Let Th be a regulardecomposition of the domain 
 into quadrilaterals (see �gure 2). An example of decom-

vvv1;2
vvv1;2

vvv1;2vvv1;2 p
Figure 2: Quadrilateral element geometryposition of the domain can be seen in �gure 3. The velocity and the pressure �eld isthen approximated as follows. The ~Q1=Q0 Stokes element (see Turek [22]) uses \rotatedbilinear" shape functions for velocity and piecewise constants for the pressure. For eachT 2 Th independently we set~Q1(T ) := fq 2 spanh�2 � �2; �; �; 1ig;with respect to the coordinate system (�; �) spanned by the directions connecting themidpoints of sides of T . We de�ne the corresponding �nite element spaces HHHh and LLLh:TTT h be a regular decomposition of the domain 
 into quadrilaterals,LLLh = fqh 2 L2(
); qhjT = const.;8T 2 Thg;SSSh = fvh 2 L2(
); vhjT 2 ~Q1(T );8T 2 Th;vh continuous w. r. t. the values in midpoints of edges, andvh be zero in the midpoints on @
g;HHHh = SSSh �SSSh:
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Since the space HHHh is nonconforming, i. e. HHHh 6�W1;20 (
), we have to work with elemen-twise de�ned bilinear forms and corresponding energy normsah(uuuh; vvvh) := XT2Th ZT ruuuh � rvvvh dx;kvvvhkh := (ah(vvvh; vvvh))1=2;bh(qh; vvvh) := � XT2Th qhjT ZT divvvvh dx:There exists jh : L20(
) ! LLLh the operator of piecewise constant interpolation, modi�edto preserve the zero-mean value property, which satis�es for q 2 L20(
) \W1;2(
)kq � jhqk2 � chkqk1;2:Let ih :W1;20 (
)!HHHh be the global interpolation operator, which is determined by(ihvvv)(mi) = vvv(mi); in all midpoints.Then, as it can be found in [22], there holds the optimal error estimatekvvv � ihvvvk2 + hkvvv � ihvvvkh � ch2kvvvk2;2; 8vvv 2W1;20 (
) \W2;2(
);and, moreover, under the additional assumption that the meshes Th are su�ciently uni-form, there holds also the stability estimate�kphk2 � maxvvvh2HHHh bh(ph; vvvh)kvvvhkh ; 8ph 2 LLLh; Z
 ph dx = 0:where � is even independent of the mesh aspect ratio.A convergence analysis for this element pair is refered to [24]. One of the features ofthis element choice is that it admits the simple upwind strategies which lead to matriceswith better properties, these methods are included in featflow and we use it withoutproviding any further description. For details see [22].4.1.2 Discrete formulation of the problemThe discrete formulation for the classical Navier-Stokes problem customary reads:ah(vvvh;   h) + bh(ph;   h) + �h(vvvh; vvvh;   h) + bh(qh; vvvh) = (bbb;   h);8f   h; qhg 2HHHh �LLLh:where we use the following bilinear forms:ah(vvvh;   h) := � XT2Th ZT rvvvhr   h dx;bh(ph;   ) := XT2Th phjTQT (div   h);QT (div   h) := X��@T j�j   h(m�) �nnn�;(nnn� being an outer normal unit vector to the boundary of an element T , m� being amidpoint of the edge �) and where the trilinear form �h is some (upwind, in our case)discretisation of the trilinear form representing the convective term�h(uuuh; vvvh;   h) � �(uuu;vvv;   ) = Z
 ui@vj@xi j dx:46



As we solve the generalised Navier-Stokes problem (P), we de�ne a form�h(uuuh; ph; vvvh;   h) := XT2Th ZT �(ph; jDDD(uuuh)j2)Dij(vvvh)Dij(   h) dx;which is linear only with respect to vvvh and    h. The de�nition of the discrete weak solutionto (P) thus reads:De�nition 4.1 The pair (vvvh; ph) 2HHHh�LLLh is a discrete weak solution if for all (   h; qh) 2HHHh �LLLh �h(vvvh; ph; vvvh;   h) + �h(vvvh; vvvh;   h) + bh(ph;   h) = (bbb;   h);bh(qh; vvvh) = 000:As we look for solution in the formvvvh = NXi=1 V ih���ih; ph = NXi=1 P ih�ih;(f���ihgNi=1, f�ihgNi=1 being the bases in Hh, Lh), and as we denote the matrix correspondingto the two nonlinear terms by NNNh(VVV h;PPP h), we get the formulaNNNh(VVV h;PPP h)VVV h +BBBhPPP h = bbbh;BBBThVVV h = 000:BBBh is the gradient matrix and �BBBTh the transposed divergence matrix.To solve this system of (nonlinear) algebraic equations, the adaptive �xed point defectcorrection method is used. The basic iteration looks like:� Having the previous iterations VVV n�1h , PPP n�1h� calculate the nonlinear residual (defect)� dn�1vvvdn�1p � = �NNNh(VVV n�1h ;PPP n�1h )VVV n�1h + BBBhPPP n�1h � bbbhBBBThVVV n�1h � ;� and solve the Oseen-like subproblem� ~NNNh(VVV n�1h ;PPP n�1h ) BBBhBBBTh 000 � �VVV hPPP h � = � dn�1vvvdn�1p � :� Choose an appropriate !n�1 and obtain VVV nh;PPP nh.�VVV nhPPP nh � = �VVV n�1hPPP n�1h �� !n�1�VVV hPPP h � ;!n�1 is a step length parameter, which is adaptively computed.Within the �xed point method we choose ~NNNh(VVV n�1h ;PPP n�1h ) = NNNh(VVV n�1h ;PPP n�1h ), for moredetails see [22].Linear problems resulting in each step are solved by an e�cient multi-grid method,where Vanka-like block-Gau�-Seidel scheme is used both as a smoother and a solver. For alldetails, documentation and further analysis we refer to www.featflow.de, the featflowmanual [23] and the book [22]. An example of the mesh re�nement is given in �gure 3.Since we use the formulation including the deformation tensor DDD(vvv) this approach initself is unstable due to its failure to satisfy a discrete Korn's inequality. In the power-law47



Figure 3: An example of the coarse and the �ne mesh.version of featflow the stabilisation technique is thus included. For details we refer tothe paper [25].We note, that in the featflow version available on the Internet, there is only shear-dependent problem solver included. Fortunately, the method used in the solver enables usto add the pressure dependence of viscosity by just a small modi�cation. In fact, we didchange nothing concerning the method used, we only prescribed the pressure dependencein the computation of the proper viscosity values (that are computed in each nonlinear stepin the course of the nonlinear matrix set-up) and we do one more modi�cation concerningthe mean value of the pressure. Solving the linear subproblem (basically the same as itwould be in the classical Navier-Stokes case) there is no constraint on the pressure level{ the pressure �eld can be shifted arbitrarily, while it always satisfy the linear equations.We thus introduce the constraint of the pressure mean value simply by projecting thepressure �eld to the prescribed mean value after each nonlinear step.4.2 Non-dimensional form of generalized Navier-Stokes equationsIn the classical Navier-Stokes equations it is custamary to characterize the ow problemby the non-dimensional Reynolds number, de�ned asRe = UV� ;where U and V are characteristic length and characteristic velocity, respectivelly, and �is the viscosity (which is constant in Navier-Stokes case.) This is a consequence of thefact, that if we introduce these characteristic quantities into equations, writing thus theequations in the terms of non-dimensional velocity, pressure and length, the only term bythat the equations for di�erent problems would di�er, is exactly the Reynolds number.Therefore, the ow problems speci�ed by similar geometries and by the same Reynoldsnumbers result in the same behavior.As soon as we consider that viscosity depends non-trivially on the pressure and/or onthe velocity gradient, this is not the case in general; at least not without some amendment.Since the viscosity is not constant, converting the equations into the non-dimensional formwe, in addition to the classical Navier-Stokes case, have to \adapt" the form, by that theviscosity depends on this non-dimensional quantities.Let U be the characteristic length (in our journal bearing problem let it be the radiusof the outer circle, i. e. of the bearing), and let V be the characteristic velocity (in our48



case let it be the velocity prescribed on the inner circle, i. e. on the journal wall). Thenthe non-dimensional quantities x̂xx, v̂vv, p̂, and b̂bb we de�ne by the following formulas:vvv = V v̂vv; p = V 2�p̂;xxx = Ux̂xx; bbb = V 2U b̂bb; (4.156)Introducing this transformation into the generalized Navier-Stokes equation (P):vi @vvv@xi +r�p��� div �� �p�; jDDD(vvv)j2�DDD(vvv)� = bbbwe obtain the non-dimensional form (the continuity equation doesn't change)v̂i @v̂vv@x̂i +rp̂� 1UV div ���V 2p̂; V 2U2 jDDD(v̂vv)j2�DDD(v̂vv)� = b̂bb: (4.157)In order to compare the results of our pressure- and shear- dependent model withdi�erent parameters set and also with the classical Navier-Stokes model, we rede�ne ourviscosity formula writing �(p;DDD) � �0�̂(p;DDD) such that we can de�ne a Reynolds numberRe� = UV�0 (4.158)again. The notation \Raynolds number" for this de�nition we could justify, as soon as wespecify �0.We should realise that the classical Navier-Stokes model and our generalized Navier-Stokes model are not in contradiction. We can consider the classical model with constantviscosity as a good approximation of the generalized one, in the case when the pressure andthe shear rate are not too great. Following this idea, it seems to be reasonable to de�nethe Reynolds number using the viscosity value, which appears for the small pressures andthe small shear rates.Therefore, we de�ne �0 := �(0; 0); (4.159)and �̂(p̂; jDDD(v̂vv)j2) := 1�0 ��p�; jDDD(vvv)j2� = 1�0 ��V 2p̂; V 2U2 jDDD(v̂vv)j� : (4.160)According to (4.157), (4.158), (4.159) and (4.160), we shall write the non-dimensionalgeneralized Navier-Stokes equations (P) in the formv̂i @v̂vv@x̂i +rp̂� 1Re� div ��̂(p̂; jDDD(v̂vv)j2)DDD(v̂vv)� = b̂bb; (4.161)where, in addition, we see that �̂ ful�llŝ�(0; 0) = 1:We emphasize that, in this case, the Reynolds number de�ned in (4.158) does not haveexactly the same role as in the classical Navier-Stokes model. In the classical case, if wechange the parameters of the real-case problem such that the Reynolds number remainsunchanged, for instance, if we at once make the velocity twice as big and make all thedistances twice as short, the non-dimensional equations and the resulting ow behaviordoes not change at all, since the Reynolds number does not change. On the contrary, inthe generalized model discussed here, this is true only for small pressure and shear raterange, as long as the term �̂ doesn't have signi�cant impact. Outside of this range wemust heed (4.160) and observe that the viscosity dependence both on the pressure andthe shear should be adapted in order to get the same resulting ow.49



4.2.1 The non-dimensional forceOne of the most observed quantities in this work is the force acting on the journal or onthe bearing as well. We thus recall that the force fff acting on a small face equipped bythe normal unit vector nnn and with the area S, in the space point xxx, is described byfff(xxx;nnn) = S [TTT (xxx)]nnn;where in our context the Cauchy stress tensor has the form given by (2.8)TTT = �pIII + �� �p�; jDDD(vvv)j2�DDD(vvv):By the transformation (4.156) we obtain the non-dimensional force f̂ff , such that thereholds fff = �V 2U2f̂ff ;where we compute f̂ff from the non-dimensional quantitiesf̂ff = Ŝ T̂TTn̂nn;T̂TT = �p̂III + 1Re� �̂(p̂; jDDD(v̂vv)j2)DDD(v̂vv):(This transformation works in three dimensions, thus we have to remember that both thedimensional and the non-dimensional force relates to the (dimensional or non-dimensional)unit of length of the journal bearing.)In this work we observe the force acting on the journal (the inner circle) as an integralover the inner circle boundary f̂ff = Z�I Ŝ T̂TTn̂nnds;approximated by simply summing over the boundary elements.We do not provide any error estimate of the force observed by such a way. On theother hand, we compute also the force acting on the outer circle, which might be the samefrom the physical reasons. The di�erence of these two forces we take as a rough estimateof possible error. In the results provided here this is seldom more then 1% of the presentedvalue.4.3 Studied form of viscosityAs we have stated in section 2.3.1, the dependence of the viscosity on the pressure ismost often considered to be exponential. On the other hand, we have established theexistence due to the assumptions (1) and (2) (on page 18), i. e., among others, due to theassumption that the partial derivative of �(p; jDDDj2) with respect to pressure is bounded.Therefore, any exponential model of the form�(p; jDDDj) = �DDD(jDDDj2) exp(�p)or similar doesn't met our assumptions and, up to our knowledge, the existence of asolution for such a case is not clear.However, in some bounded range of pressures we can get close to the exponentialpressure-dependence without abondoning the required constraint (2). We can �nd forinstance in M�alek, et al. [5], in Franta, et al. [1] or in Hron et al. [4] following viscosityforms, which satisfy the conditions (1) and (2):�i(p; jDDDj2) = (A+ i(p) + jDDDj2) r�22 ; i = 1; 2; 3;50



where A 2 (0;1), r 2 (1; 2) and i takes one of the following forms for �; q > 0:1 = (1 + �2p2)� q2 ;2 = (1 + exp(�p))�q;3 = � exp(��qp) if p > 0;1 if p � 0;and the parameters A;�; q; r satisfy�q(2 � r) � r � 12 �A2 � 2�r2 1Cdiv;2 :(Cdiv;2 is presented in section 3.5.) When r = 2, the above forms for the viscosity reduceto the classical Navier-Stokes model, while when q = 0 or � = 0 it reduces to a subclassof the general Stokesian uid (for jDDDj2 >> A similar to the power-law model � = jDDDjr�2).In this work, we are going to study the model, also introduced and numerically studiedin Hron et al. [4], of the following form:�(p; jDDDj2) = ~�0�A+ (� + exp(�p))�q + jDDDj2� r�22 : (4.162)In the following lemma we show the condition under which the form (4.162) meets theassumptions (1) and (2).Lemma 4.2 (Parameters for model (4.162)) Assume A;�; �; q be positive and r 2(1; 2). Let A; � � 1 and the condition�q�q � 1Cdiv;2 r � 12� r �A�q2 � 2�r2 (4.163)be satis�ed. Then the viscosity of the form�(p; jDDDj2) = �A+ (� + exp(�p))�q + jDDDj2� r�22 (4.164)meet the assumptions (1) and (2).Proof. Let us set � := 2�r2 > 0 and denoteQ := A+ (� + exp(�p))�q + jDDDj2;such that we shall write �(p; jDDDj2) = Q��: (4.165)As A � 1 we can easily observeQ � A+ jDDDj2 � A(1 + jDDDj2); (4.166)and as ��q � 1 alsoQ � A+ ��q + jDDDj2 � (A+ ��q)(1 + jDDDj2) � 2��q(1 + jDDDj2): (4.167)There also holds Q = 1 + (� + exp(�p)q(A+ jDDDj2)(� + exp(�p))q� (� + exp(�p))�q(1 + (� + exp(�p)qjDDDj2): (4.168)51



We can di�erentiate �(p; jDDDj2)DDD as in assumption (1) and we obtain@[�(p; jDDDj2)Dij ]@Dkl = ��ij;kl � 2�DijDklQ�1�Q��; i; j; k; l = 1; : : : ; d;where �ij;kl = 1 if i = k,j = l, and �ij;kl = 0 otherwise.We thus conclude@[�(p; jDDDj2)Dij ]@Dkl � �1� 2�DijDklQ �Q�� (4.166)� A��(1 + jDDDj2)��;and using 2�D2ijQ (4.166)� 2�jDDDj2A+ jDDDj2 � 2�we obtain@[�(p; jDDDj2)Dij ]@Dij � �1� 2�DijDijQ �Q�� (4.167)� (1� 2�)��q2 �� (1 + jDDDj2)�� :We can therefore set C1 := (1 � 2�)��q2 �� = (r � 1)��q2 � 2�r2 and C2 := A r�22 in (1).In order to ful�l (2) we are looking for 0 such that����@�(p; jDDDj2)DDD@p ���� � 0(1 + jDDDj2)��2 :Di�erentiating (4.165) with respect to p we observe (using � � 12 < 0)@�(p; jDDDj2)DDD@p = ��Q���1(�q)(� + exp(�p))�q�1� exp(�p)jDDDj �(4.168)� �q�(� + exp(�p))�q jDDDj(� + exp(�p))�q(�+1)[1 + (� + exp(�p))q jDDDj2]�+1 == �q�(� + exp(�p))q(�� 12 ) [(� + exp(�p))qjDDDj2] 12[1 + (� + exp(�p))qjDDDj2]�+1 �� �q��q�(1 + jDDDj2)��� 12 :Since �� � 12 < ��2 we can set 0 = ��q��q = 2�r2 �q��q.Finally, we need to meet the condition 0 < 1Cdiv;2 C1C1+C2 but it is enough to show0 � 1Cdiv;2 C12C2 (4.169)which is stronger (as C1 < C2). We substitute C1, C2 and 0 which we have set aboveand we obtain 2� r2 �q�q � 1Cdiv;2 (r � 1)��q2 � 2�r2 12A 2�r2 :The last inequality is equivalent to the ones we have set in (4.163). �Remark: If we consider (4.162)�(p; jDDDj2) = ~�0�A+ (� + exp(�p))�q + jDDDj2� r�22 (4.170)instead of (4.164), we easily come to the condition~�0�q�q � 1Cdiv;2 r � 12� r �A�q2 � 2�r2 (4.171)instead of (4.163). 52



4.4 The investigated range of parametersLooking at (4.162), one can see an amount of parameters that we have to set. In a real-lifecase, of course, we �t them to come into agreement with experiment. Here we do not sobut we discuss the inuence of some selected parameters on the behaviour of the resultingow. Nevertheless, not all parameters will be discussed here in such a way; some of themwill be set by a numerical reasons for example.In this work, we focus on to study the ows with various Reynolds numbers Re� (de�nedin (4.158)) and with various geometry parameters (namely the eccentricity). Several resultsto the chosen form of viscosity within the geometry of eccentric annular rings are presentedin the paper of Hron et al. [4], where also the di�erent values of parameters A and � arediscussed.Let us point out the properties of the model (4.162) in a short survey.� First of all, we immediately see that�(p; �) is decreasing function of jDDDj2 for arbitrary p 2 R ;�(�; jDDDj2) is increasing function of p for arbitrary jDDDj2;as soon as r < 2.� Moreover, setting jDDDj great enough we notice that the remaining terms are boundedby A+ ��q such that the shear dependence become dominant. We see that, asymp-totycally, (4.162) behaves like the power-law model for big shear rates:�(p; jDDDj2) � jDDDjr�2; as jDDDj ! 1, p arbitrary:� If we set the pressure large, such that exp(�p) >> � and, in the same moment, weassume the A and jDDDj be �xed, we recognize that our viscosity is indeed bounded;the pressure term vanishes and�(p; jDDDj) � (A+ jDDDj2) r�22 ; as p!1, A; jDDDj �xed:Setting jDDDj = 0 the viscosity draws near to its supremum,�(p; jDDDj) < A r�22 :� Finally, we consider the pressure large enough, such that we can neglect �, but stillnot too large, such that there still holds A+ jDDDj2 << exp(�q�p). In this situationwe obtain�(p; jDDDj) � exp(�p)q 2�r2 ; for A; jDDDj << 1 and p being in some feasible range:(4.172)Let us remind what is presented in section 2.3.1, that the most used model for de-scribing the pressure dependence of viscosity in practise is the simple exponential law�(p) = exp(�p). For this reason and the last �nding (4.172) we set in our simulationsq := 22� r ; (4.173)such that the exponencial law is approximately ful�lled at least in some range of pressuresand when the shear is small. From the same reasons we put A and � small:A := � := 10�5:Our theoretical results give us the existence of a solution to (P) only for r 2 (32 ; 2) (intwo dimensions). However, I provided the simulations with r within the range r 2 (1; 2),and I didn't notice any signi�cant change in behaviour near the value r = 32 .53



There is an amount of various parameters that could be documented here, amongothers the inuence of several �, r, p0, RJ should be investigated. However, the scope ofthis work is limited, thus we do not study all these parameters. In the following section,we �x the journal radius, the mean value of the pressure and both the parameters r and �.We focus on the di�erences between the Navier-Stokes model and our generalized model(P) and mainly on the inuence of the eccentricity and of the Reynolds number on theresulting ow.
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4.5 Numerical results4.5.1 The eccentricity and the Reynolds number inuence{ classical Navier-Stokes modelAs the �rst journal bearing simulations we show the results of the classical Navier-Stokesmodel applied to the journal bearing geometry. The main aim of this section is to show theinuence of the varying eccentricity of the journal and the behaviour of the Navier-Stokesmodel with various Reynolds numbers.We set in all simulations the velocity prescribed on the inner circle to be 1, i. e. to beequal to the characteristic velocity in the real problem. Similarly, we set 1 the radius ofthe outer circle. The radius of the inner circle we set to be 0:8, which gives us the possiblerange of absolute eccentricity " 2 (0; 1) � e 2 (0; 0:2).The resulting pressure p distributions for the Reynolds numbers 1, 100 and 1000 andfor the eccentricities 0.3 and 0.8 are shown in �gure 4. In �gure 5 there is shown thedistribution of jDDD(v̂vv)j and �gure 6 shows the streamlines of the resulting ow.Re = 1 Re = 100 Re = 1000
" = 0:3
" = 0:8 Figure 4: The pressure p̂ distribution for the Navier-Stokes modelSince in the Navier-Stokes problem the pressure is given up to the constant, we pre-scribe the meanvalue of the pressure to be zero in order to see the values better. We seethat the resulting pressure range is getting shorter just as the Reynolds number increases.We show the maximum pressure values for several Reynolds numbers and several eccen-tricities in table and graph 1. We do not present the minimum pressure values, we justnote that they show similar behaviour (but negative).The most signigicant quantity, observed from the (steady-state) journal bearing com-putation, is the force acting on the rotating journal by the uid. For the manner how wecompute this force see section 4.2.1. In table and graph 2 we present the (non-dimensional)magnitude of caused force, while its direction is shown in table and graph 3. The direc-tion is described by an angle/�[rad] measured clockwise from the direction from centreto the left on the �gures; i. e. the value 0 means 9 o'clock, 0:5 means 12 o'clock, �0:5means 6 o'clock. We see that the magnitude increases by increasing the eccentricity, anddecreases by increasing the Reynolds number. The di�erences in the direction of the forcegrow up with the Reynolds number. 55
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Re=1000 Re = 1 100 500 1000" = 0:1 12 0.16 0.08 0.080:2 25 0.30 0.13 0.120:3 40 0.5 0.21 0.180:4 56 0.7 0.27 0.240:5 78 0.9 0.38 0.330:6 109 1.2 0.51 0.430:7 162 1.9 0.77 0.650:8 278 3.1 1.2 1.00:9 712 7.8 2.6 2.10:95 1831 19.1 5.1 3.5Table 1: Maximum pressure p̂ values for the Navier-Stokes modelLooking at the pressure distribution in �gure 4 already, we see that the pressure reachesits maximum somewhere on the left-hand side (upstream the contraction) where the lubri-cant arrives to the narrow gap, while on the right-hand side (downstream), where the uidleaves the contraction, the minimum values occure. In the case of Stokes ow (behavingas a limit Re ! 0) the pressure distribution is exactly symmetric with respect to thevertical axis and the reacting force is parallel to the horizontal axis. A diversion from thiscon�guration is caused by the inuence of the convective term.
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Re = 1 Re = 100 Re = 1000
" = 0:3
" = 0:8 Figure 5: jDDD(v̂̂v̂v)j distribution for the Navier-Stokes model

Re = 1 Re = 100 Re = 1000
" = 0:3
" = 0:8 Figure 6: The stream-lines for the Navier-Stokes model

57



0

1

2

3

4

5

6

7

8

9

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

F
or

ce
 m

ag
ni

tu
de

Eccentricity

Re=100
Re=500

Re=1000 Re = 1 100 500 1000" = 0:1 34 0.38 0.16 0.150:2 67 0.77 0.32 0.290:3 101 1.18 0.50 0.450:4 136 1.58 0.65 0.550:5 172 2.03 0.84 0.710:6 213 2.49 1.00 0.820:7 265 3.15 1.36 1.150:8 339 4.08 1.86 1.610:9 493 6.07 3.01 2.740:95 694 8.27 3.79 3.41Table 2: Force magnitude for the Navier-Stokes model

-0.2

-0.15

-0.1

-0.05

0

0.05

0.1

0.15

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

F
or

ce
 a

ng
le

Re=1
Re=100
Re=500

Re=1000
Re = 1 100 500 1000" = 0:1 -0.00047 -0.042 -0.136 -0.190:2 -0.00043 -0.039 -0.126 -0.180:3 -0.00037 -0.032 -0.104 -0.150:4 -0.00029 -0.025 -0.078 -0.120:5 -0.00019 -0.015 -0.041 -0.070:6 -0.00009 -0.004 -0.001 -0.020:7 0.00002 0.007 0.039 0.030:8 0.00012 0.017 0.072 0.080:9 0.00019 0.024 0.084 0.100:95 0.00020 0.024 0.085 0.11Table 3: Force direction for the Navier-Stokes model

58



4.5.2 The eccentricity inuence for the problem (P), Re� = 1.In this section we would like to show the di�erences that occure when we introduce thegeneralized model, with the viscosity of the form (4.162)�(p; jDDDj2) = ~�0�A+ (� + exp(�p))�q + jDDDj2� r�22 : (4.162)We set r = 1:5, as the lower border of the range within we proved the existence, and inorder to keep (4.173) we set q = 4. For this moment, we set the Reynolds number (de�nedin (4.158)) Re� = 1, where the (non-dimensional) pressure results to the greatest range inthe Navier-Stokes case.In order to set the pressure-dependence parameter �, let us look into the paper ofGwynllyw et al. [10], where a di�erent viscosity model is introduced together with thematerial constants following the experimental data. Although the model presented in[10] is not at all the same as the one presented here, the pressure-dependence of theviscosity is essentially determined (considering jDDDj = 0) by the term exp(�p), where� = 1:12 � 10�8/Pa. Therefore, in order to roughly approximate the real situation, weassume � := 10�8 herein. We emphasize that we do not aspire to present a real-life modelat all. All what is provided here follows the strictly illustrative purpose.

values of the pressure p̂ values of jDDD(v̂)jFigure 7: Some Navier-Stokes results for " = 0:5Let us look to the previous section simulations. We can see, observing for instancethe case " = 0:5 in �gure 7, that on the majority part of the ow domain jDDDj2 � 30.On the other side, the (non-dimensional) pressure results somewhere in the range p̂ ��100 � � �+100. Since we would like to have a positive pressure values (realising that in thegeneralized Navier-Stokes case this becomes important, in contrast to the Navier-Stokescase) we set the meanvalue p̂0 = 100 such that we can expect p̂ � 0 : : : 200 from theNavier-Stokes case. If we set � = U = V = 1 in the non-dimensional transformation(4.160), we would obtain (� + exp(�p̂))�q � from 1�8�10�6 to 1. Note that settingthe Reynolds number (in the Navier-Stokes case in previous section) higher than one weobtain even smaller range of the pressure �eld. Naturally, we wouldn't obtain any visibledependence of the viscosity on the pressure setting the parameters in this manner.Hereafter we assume � = 1 for simplicity. We would like to recall the non-dimensionaltransformation (4.160), �̂(p̂; jDDD(v̂vv)j2) = 1�0 �(V 2p̂; V 2U2 jDDD(v̂vv)j2);which we shall employ in order to balance the pressure- and the shear- dependence in(4.162) better. (\Better" means in order to demonstrate the abilities of the model, not59



in order to approach the reality.) Note that all the time we keep the Reynolds numberRe� = 1 in what follows.First, we set the characteristic velocity V in such a way that (� + exp(�V 2p̂))�q �0:5 for p � 200. We thus set V = 300. We notice that for p � 100, that is for theprescribed mean value of the pressure, we obtain (� + exp(�p))�q � 0:7. Therefore, asa second step, we set the characteristic length U such that for jDDD(v̂̂v̂v)j2 � 30 we obtainjDDD(vvv)j2 = V 2U2 jDDD(v̂vv)j2 � 0:7. We thus set U = 2000. As we have promised to keep Re� = 1,we must set ~�0 such that �0 = �(0; 0) := UV = 6 � 105. The last choice is, of course, avery unrealistic one. We see that the claim to get (� + exp(�V 2p̂))�q � 0:5 same as thedemand to keep Re� = 1 together with the wish to balance the shear- and the pressure-dependence of the viscosity at once is vindicable at most as a numerical experiment.In �gure 8 we show the viscosity �eld for the case " = 0:5. We see that the viscosity issomewhere greater then one, somewhere smaller. In table 4 we present the comparison of

" = 0:5 " = 0:95Figure 8: The viscosity �eld for the problem (P), Re� = 1.the following quantities for the Navier-Stokes and for the generalized Navier-Stokes case:we show the minimum and maximum values of the pressure (we shifted the pressure to themeanvalue 100 in the N.-S. case), of the shear jDDD(v̂vv)j and of the viscosity, then we showthe (non-dimensional) force magnitude and its direction.p̂min p̂max jDDD(v̂vv)jmin jDDD(v̂vv)jmax �̂min �̂max force mag. force dir.N.-S. 22 178 0.05 12.6 1 1 172 0.4998(P) 41 159 0.002 612 0.51 1.13 137 0.5011Table 4: A comparison between N.-S. and (P) model, Re� = 1, " = 0:5.In table and graph 5 we show the minimum and maximum viscosities for severaleccentricities for Re� = 1. In tables 6, 7 and 8 we present the maximum pressure andjDDD(v̂vv)j values, the force magnitude and its direction, compared with the N.-S. case forseveral eccentricities.We clearly see that the chosen model is indeed able both of the pressure thickeningand the shear thinning.
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Table 5: The minimum and maximum viscosities for (P), Re� = 1.
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Table 7: Force magnitude, comparison between N.-S. and (P) model, Re� = 1.
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Table 8: Force direction, comparison between N.-S. and (P) model, Re� = 1.
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4.5.3 Three examples how to get Re� = 100 in the problem (P).In the previous section we presented the di�erences occuring when the generalized model(P) is introduced instead of the classical Navier-Stokes model. Here we would like toemphasize, and to show by the numerical results, how could the ow di�er for model(P) with the same Reynolds number Re� but for di�erent characteristic velocity V andcharacteristic length U .In the previous case Re� = 1 we have set (in order to show both the pressure thickeningand the shear thinning capability of the model) the characteristic velocity V = 300 andthe characteristic length U = 2000. The viscosity used in the Reynolds number de�nition,i. e. the viscosity value for both the pressure and the shear rate being zero, has been set�0 = 6� 105 in order to preserve Re� = 1.Herein, we provide the simulations with Re� = 100 and we present three di�erent ways,how the Reynolds number can be changed.Example I The most \simple" possibility is to change (decrease) the viscosity �0. In thiscase the (non-dimensional) viscosity formulation doesn't change, the viscous termis, essentially, purely weakened with respect to the convective term. Recalling thesample Re� = 1 we shall set V = 300, U = 2000 and �0 = 6� 103.Example II Another way is to increase the characteristic length U . In that case weshould look to the viscosity formulation (4.160) and we see that the inuence of theshear jDDD(v̂vv)j2 shall be weakened with respect to the pressure dependence (that willnot change). In this example we set V = 300, U = 2� 105 and �0 = 6� 105.Example III The last instance changes Re� by changing the characteristic velocity V(which is the same as to increase the velocity prescribed on the boundary). We canguess, looking to (4.160) that this will intensify both the shear and the pressureimpact on the viscosity. We set V = 3� 104, U = 2000 and �0 = 6� 105.As we should keep the same mean value of the pressure, p0 = V 2p̂0 (� = 1), whichis in the �rst two cases equal to 3002 � 100 = 9� 106 = 9MPa, we should re-set thenon-dimensional mean value and prescribe it to p̂0 = 9�106(3�104)2 = 0:01.In �gure 9 we show the resulting viscosity �elds to these three examples for the eccen-tricities " = 0:3, 0:8 while on �gures 10 and 11 we present all the pressure p̂ and jDDD(v̂vv)j�elds, stream-lines and also the viscosity �eld for the eccentricity " = 0:5.In tables and graphs 9, 10, 11 and 12 we present the maximum and minimum valuesof viscosity �̂, maximum pressure, the magnitude and the direction of the force acting onthe journal.We see (compare with the case Re� = 1 on �gure 8) that in case I, where the Reynoldsnumber was increased from 1 to 100 by simply decreasing the viscosity �0, the resultingcharacter of viscosity distribution does not change much. Although, since the resultingpressure range is much shorter, the pressure impact on the viscosity also reduces.In example II, on the contrary, the shear inuence on viscosity nearly disappeares; theviscosity �eld qualitatively reproduces the pressure distribution in the domain.The parameters that have been set in III bring forth a litle bit problematic behaviourfor higher eccentricities; the shear thinning e�ect is in this case so enhanced, that theviscosity 1Re� �̂ near the small gap goes down close to 1� 10�7 (� Re � 107) for the caseof " = 0:8. The convergence of the performed numerical method then becomes slow andfor " > 0:8 the computation fails. We guess that, due to such extreme shear thinning andconsequently due to such small viscosities, the steady-state ow becomes unstable.Both the shear-thinning and the pressure-thickening qualities of the model give rise tosome problems occuring in the numerical simulations. For instance, the exponential of thepressure causes numerical problems for higher pressures, at least until the approximativesolution converges enough. We thus simply cut the exponential for the pressures too largeand we relax this limitation once the solution converges enough.63



V = 300 V = 300 V = 3� 104U = 2000 U = 2� 105 U = 2000�0 = 6� 103 �0 = 6� 105 �0 = 6� 105
" = 0:3
" = 0:8 Figure 9: The viscosity �eld for the three examples of (P), Re� = 100.
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Table 9: Maximum and minimum viscosity �̂, three examples of Re� = 100 for (P).
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p̂ jDDD(v̂vv)j stream-lines
classicalN.-S.model
V = 300U = 2000�0 = 6� 103
V = 300U = 2� 105�0 = 6� 105

V = 3� 104U = 2000�0 = 6� 105
Figure 10: A comparison of three examples for problem (P), Re� = 100, " = 0:5.V = 300 V = 300 V = 3� 104U = 2000 U = 2� 105 U = 2000�0 = 6� 103 �0 = 6� 105 �0 = 6� 105

" = 0:5Figure 11: The viscosity �eld for the three examples of (P), Re� = 100, " = 0:5.65
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Table 10: Maximum pressure, three examples of Re� = 100 for problem (P).
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Table 11: Force magnitude, three examples of Re� = 100 for problem (P).
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Table 12: Force direction, three examples of Re� = 100 for problem (P).For more perceptible pressure dependence of viscosity there occure peaks of greatviscosity that cause a slow-down of convergence of the method. In the next section we�nd that this e�ect comes from numerical reasons as it vanishes by re�ning the mesh. Theshear-thinnig e�ect of the uid model, for once, could cause problems near the boundarywhere the areas with large velocity gradient occure. We could help us by re�ning themesh in such areas. In the geometry presented in this work this has been partly ensuredautomatically since the large velocity gradient occures in the region of the small gapbetween the eccentrical circles where the mesh is also most �ne. In the next section weintroduce also the modi�ed coarse mesh with smaller elements near the boundary.
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4.5.4 Dependence of the quantities on the applied meshAs we have no error estimate about how much the �nite dimensional approximation solu-tion di�er from the exact \continuous" solution which we are looking for, it is customaryto verify that the approximative solution within the provided mesh re�nement is goodenough by showing the mesh independence of the solution. It means that we should showthat the solution observed on the mesh we have chosen is close enough to the solutionobserved on, say, twice �ner or coarser mesh.For the examples presented in this work we use the multigrid level 3, the greatestone we are able to provide for all the described eccentricies. As our coarse mesh countsfrom 180 elements for small eccentricities up to 600 for the case " = 0:95, the multigrid-level 3 then leads to the count from 2880 up to 9600 elements. (It might be that sucha choice of the coarse mesh is unnecessarily �ne, on the other hand, this choice leads tovery small range of aspect ratios of quadrilaterals.) Although we haven't been able toprovide the multigrid-level 4 for all eccentricities and for that reason we present here allthe computational results on level 3 only, for the eccentricity " = 0:5 we present also thelevel 4 results. Moreover, we introduce a modi�cation of the coarse mesh with smallerelements near the boundary. This modi�cated coarse mesh can be seen in �gure 12 whilethe coarse and the level-3-�ne mesh used in the whole work are shown in �gure 3.

Figure 12: The modi�ed coarse mesh.In table 13 we systematically compare the values resulting from multigrid levels 2, 3, 4and from two types of coarse mesh, for Navier-Stokes equations and for the three examplesfrom section 4.5.3 for Re� = 100 and " = 0:5. We note that the maximum and minimumvalues are quite sensitive to the choice of mesh since they could be determined by \sharp"peaks occuring near the boundary where high gradients occure. Unfortunately, the forceacting on the journal, which is an important outcome of our simulations, is given just bythe values of pressure and of shear-rate on the boundary. The resulting values of actingforce are thus also quite responsive to the mesh re�nement.In �gure 13 and 14 we show the viscosity and pressure �elds resulting in examplesI, II and III for " = 0:5 for multigrid level 4 on the standard mesh and on the modi�edmesh (from �gure 12). We remind that the viscosity and pressure �elds on level 3 on thestandard mesh are shown in �gures 10 and 11. We do not show the stream lines nor thevelocity �eld since no visible di�erences show up.As far as the Navier-Stokes case and the examples I and II are concerned, we cantake the resulting ow behaviour as su�cient for illustrative purposes. The worst �ndingsconcerns the example III where the acting force di�ers between level 3 and 4 by more68



then 30%. We also see (�gures 13 and 14) that for example III both the viscosity andthe pressure �elds di�er qualitatively. Unfortunately, we were not able to provide all thesimulations on level 4 or higher.mesh mg. p̂min p̂max jDDD(v̂vv)jmin jDDD(v̂vv)jmax �̂min �̂max jf̂ff j f̂ff dir.2 98.84 101.15 0.016 307 1 1 2.67 -0.0101 3 99.02 100.95 0.014 398 1 1 2.14 -0.014N.-S. 4 99.11 100.85 0.0006 485 1 1 1.89 -0.0172 98.95 100.99 0.011 781 1 1 2.29 -0.0192 3 99.06 100.88 0.0008 1237 1 1 1.99 -0.0204 99.12 100.82 0.0001 1785 1 1 1.84 -0.0202 99.02 100.96 0.02503 360 0.58 1.0944 2.33 -0.0181 3 99.20 100.76 0.00164 399 0.57 1.0947 1.81 -0.023I 4 99.29 100.66 0.00111 528 0.53 1.0946 1.54 -0.0282 99.19 100.74 0.00579 615 0.51 1.0945 1.81 -0.0312 3 99.27 100.66 0.00060 985 0.46 1.0946 1.58 -0.0334 99.31 100.62 0.00003 1492 0.41 1.0946 1.46 -0.0332 98.76 101.23 0.01477 316 1.0929 1.0954 2.84 -0.0101 3 98.95 101.02 0.01467 406 1.0930 1.0952 2.30 -0.013II 4 99.03 100.92 0.00070 490 1.0931 1.0951 2.05 -0.0152 98.88 101.06 0.00569 816 1.0925 1.0952 2.45 -0.0182 3 98.98 100.96 0.00072 1280 1.0924 1.0951 2.16 -0.0184 99.04 100.90 0.00008 1822 1.0920 1.0951 2.00 -0.0182 -0.52 0.41 0.19321 2186 0.0089 0.369 1.01 -0.131 3 -0.34 0.25 0.00193 1959 0.0388 1.231 0.57 -0.15III 4 -0.24 0.16 0.00002 813 0.0483 2.890 0.35 -0.172 -0.43 0.23 0.96876 3005 0.0209 0.260 0.68 -0.232 3 -0.28 0.14 0.00055 1426 0.0420 1.456 0.40 -0.264 -0.21 0.10 0.0000001 1072 0.0451 1.654 0.28 -0.26Table 13: The mesh dependence for N.-S. and the three examples of (P), " = 0:5,mesh=2 denotes the modi�ed mesh from �gure 12.
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V = 300 V = 300 V = 3� 104U = 2000 U = 2� 105 U = 2000�0 = 6� 103 �0 = 6� 105 �0 = 6� 105
mg 4

modi�ed mg 4Figure 13: The mesh dependence of viscosity �eld for the three examples of (P), " = 0:5.
V = 300 V = 300 V = 3� 104U = 2000 U = 2� 105 U = 2000�0 = 6� 103 �0 = 6� 105 �0 = 6� 105

mg 4
modi�ed mg 4Figure 14: The mesh dependence of pressure �eld for the three examples of (P), " = 0:5.70



5 ConclusionThe main result of this work is the proof of existence of a steady-state solution to one of thegeneralizations of the Navier-Stokes problem with non-homogeneous Dirichlet boundarycondition. In Theorem 3.13 we assume that there is no inow or outow through theboundary (such that the boundary consists of solid walls, for example) but there is thetangential velocity prescribed, without any further \smallness" condition. In the contextof journal bearing, we thus establish the existence of a steady solution to the ow ofthe lubricant with the pressure- and the shear- dependent viscosity between the eccentricrotating cylinders (circles) where the speed of journal rotation is assumed to be arbitrary.The proof strongly uses the assumption of no inow and outow and the result inKaplick�y, M�alek, Star�a [2], which assume the two-dimensional ow. Nevertheless, I believethat for the special case of journal bearing geometry this result could be generalized tothree dimensions. This might be worth further study.We also present the existence result to the Stokes-like system, which is provided undermore general conditions, in comparison with the Navier-Stokes-like problem. Among oth-ers, we do not need the constraint of two-dimensions. Further, the uniqueness of solutionis stated, although for the Navier-Stokes-like system (P) for small data only.The pressure level (which is considered up to the constant in the Navier-Stokes casebut which becomes into the new importance in the pressure dependent viscosity case) is�xed by the mathematically natural condition on the mean value over the domain. Thisis not the best formulation from the physical point of view, since the pressure level shouldbe better �xed in some small subdomain for example. This is also the question for furtheranalysis.In the second part of the thesis numerical simulations of the journal bearing problemare presented for one chosen sample form of the viscosity which ful�lls the conditionsof our existence result. The eccentricity inuence is systematically studied in order tocompare the behaviour of the Navier-Stokes and the generalized Navier-Stokes uid in someselected examples. The main aim is not to give any engineering prediction or quantitativeresults but to show the extended capabilities of the generalized model same as the needto determine and set the additional parameters occuring in the model.Among others, we show both the pressure-thickening and the shear-thinning capabilityof the chosen model (see section 4.5.2). However, its relevance should be furthermoreinvestigated in future. In practise, the exponential laws for the pressure dependence ofthe viscosity are mostly considered. This can not be directly applied in the context ofour theoretical results, since we assume the derivative of the viscosity with respect to thepressure bounded. Still, in some limited range of the pressure and in some limited range ofthe shear, the exponential behaviour could be approximated by the viscosity form (4.162),�(p; jDDDj2) = ~�0�A+ (� + exp(�p))�q + jDDDj2� r�22 ;introduced in our numerical experiments. How satisfactory is the reality approached bythis model, that is a question for further searching.The numerical method used in this work, i. e. the �nite element approach processedby the featflow software package using the �xed point iteration technique as a non-linearsolver and the multigrid linear solver (see section 4.1), seems to be general enough to solvethe nonlinear viscosity model we have chosen. Anyhow, the �xed point convergence rate,especially at the geometry with higher eccentricies, starts to signify that it is not the moste�cient method. The Newton-method might be examined as another possible way.
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