
4th Day. May 11, 2011  (= 3hours)
[Non-parametric Statistics]

Nonparametric Inference for Generalized Lehmann’s Alternatives

(Transformation Models) 

(Hinted by “A Family of Distributions with Monotone Likelihood”)

: (i) a principle of  Hodges-Lehmann type estimation.

: (ii). One Sample Problem. Location Parameter.

: (iii).Two Sample Problem.  

: (iv). Remarks.

(iv-a). Possible applications/relations of Transformation Models to statistical 
problems in Quantitative Finance.

e.g. Skew-Normal Distributions. 

(iv-b). Some remarks for extensions of the above results in iid cases to weakly 
dependent cases: Brief Descriptions.
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Remarks. Following

: Sana Louhichi (2000). “Weak Convergence for Empirical Processes of Associated 
Sequences.” Ann. Inst. Henri Poincaré, Probabilités et Statistiques 36, 5 (2000) 547–567

: Azzalini? Skew symmetry



Generalized Lehmann’s Alternative Models 
(GLA models)

: Ideas and Models. Transformation of Distributions

: Statistics. Rank statistics.

: Estimation under H-L type principles.

: Asymptotic normality. Every-path arguement

: Remarks. Skew Symmetry. 

From iid sequence to associated sequence.



Section 1. May 11. 2011

: (1-1). Generalized Lehmann’s Alternative 
Model. (GLA model).

: (1-2).Remark.

Skew symmetry in GLA model.

: (1-3). One sample problem. 

Statistics.



On the Model.

: Generalized Lehmann’s Alternative Models.

:Recall Lehmann’s Alternative in the book

: Hajek & Sidak (1967) [Theory of Rank Test].











Estimation principle. Miura (1987)







Remark 

Skew symmetric distribution as a 
specific case of Generalized 

Lehmann’s Alternative 
model(GLAM)



Skew symmetric distribution.

Let F be a symmetric distribution function, 

say standard normal N(0,1). F(x)+F(-x)=1.

F(x) be skewed to G(x)=F(x){2F( )}.

When =0, we have G(x)=F(x).

Note that F in {2F( )}

x

x





  can be replaced 

with any other symmetric distribution function.



1

From my viewpoint, {2F( )} is acting to make F skewed.

Then, take h(t: ) = t{2F( F ( ))}.

G(x)=h(F(x): ) = F(x){2F( x)} can be regarded 

as an example of GLA model.

This will be a semi-nonparametric app

x

t



 

 



roach 

for skew symmetry problems.

In order to make a skewed shape, a family of  {h(t: ), }

 can be used.

We may fit the data to see what functional form for h(t: ) be suitable.

: Estimation of h(t: ) w

 







( ) ( )

hen F is fixed and a known function.

{(F(X ),  G (X )),  i=1,2,...,n} for observatons X ,  i=1,2,...,n, 

where

G (.) is an empirical distribution function of these observations.

i n i i

n



1

So, 

when the skew generating part h(t: ) = t{2F( F ( ))}

 satisfy our conditions (Homework 4), 

then, 

the asymptotic normality of estimators in skew symmetry models

had been given in the framework of GL

t  

A model, 

at least mathematically.



One sample Problem.

Rank Statistics 

and 

Estimation based on Rank statistics. 



















Graph of the statistics 

as a function of r





Section 2. 

: (2-1). Asymptotics (mathematics).

Outline of the proof for one sample problem.

: (2-2). Two sample problem.

Setting and statistics.

: (2-3). Remark. 

Associated sequence of r.v.’s



asymptotics

mathematics





























































Two sample problem

.

























Remark.

Asymptotics.

Weak convergence of Empirical distribution 
of associated sequence of rv’s has been 

proved By Louhichi(2000) and 
Yu(1993),Shao&Yu(1996).

Iid asymptotics could be extended to these  
weakly dependent cases.



Appendix 1.

Special construction where every-
path argument is allowed.

Pyke and Shorack (1968)











Appendix 2.

: Associated sequence of random 
variables.

: Convergence of empirical distribution

: Sana Louhichi (2000) and 
H.Yu(1993),Q.M.Shao & H.Yu(1996)
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Definition. 

{X  , n= 1,2,....} is a sequence of associate random variables

 if for every finite subcollection X , ..., X  and 

for every pair of coordinatewise non decreasing functions

 h(.) and k(.) :

n

i in

1 1

 ,

Cov(h(X , ..., X ), (X , ..., X )) 0,

whenever the covariance is defined.

Memo: This paper mentions that Gaussian processes are associated

 if and only if their covariance function is positive,

n

i in i ink





 

referring a paper(Pitt(1982)).
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1

1 {X } { }

2

1

Cov(F(X ),F(X )) can be written as, 

 Cov(F(X ),F(X )) f(u)f(s)Cov(1 ,1 )duds

Cov(X ,X ).

( : ( 1, ) be independent of (X1,Xn) and

 be distributed as the same as (X1,Xn).

Then, we have

Co
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1
v(F(X1),F(Xn)= E[{F(X1)-F(Y1)}{F(Xn)-F(Yn)}]

2

Note: F(X)=P{V X}=E (1{V X}) 1{v X}f(v)dv

, where V follows the distribution F. Also note;

F(x)-F(y)= [1{v }-1{v }]f(v)dv.

F

x y

   

 







Representation of 
Statistics as functionals of empirical distribution functions
and 
Von Mises’ Type Asymptotic Theory.

Basics made Simple.

i

1 2 ,

{X <x}1

, ,...,

An Empirical Distribution Function:

F (x)= 1  .  

Von Mises Functional T is a functional of F . 

For a precise definition, see Filippova(1962). 

T[F ] ( )d[F ( ) F(x)] : Statis
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Rough sketch for Asymptotic Theory of Statistics.

X F

( : )

θ: estimand; ( : )dF(x) 0

Observe X , i=1,2,.... then we have F  .

θ  is an estimator ; ( :θ )dF (x) 0

0 ( :θ )dF (x)- ( : )dF(x)
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n( :θ )d[F (x)-F(x)]+ { ( : ) ( : )}dF(x) 

       ( :θ)d[F (x)-F(x)]+( ) { ( : )}dF(x)
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Simple Example

Mean

Variance

Covariance



 [ Classics: X  , i=1,2,...n. iid with G(.). ]

: Empirical Disribution Function G (.).

Then, Estimand and Estimator are: for example, for means

: Estimand:  such that ( ) ( ) 0

ˆ: Estimator:  such t

i

n

x dG x 



 
ˆhat ( ) ( ) 0 

         in Fillipova(1962.Theory of Probability and its applications)

Or, "substitution principle" says, ( ) can be estimated by ( ).

In that world, {G (.) (.)} played a fu
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x dG x

xdG x xdG x

G

 





 
ndamental role for deriving 

the asymptotic distribution of the estimation erros (asymptotic normality).

Remark: This can be discussed, as an extention, for the case 

where observations X  , i=1,2,...n,  i are "weakly dependent".  
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Variance =E[(X- ) ],  μ=E[X].

Note : (x- ) ( ) . 

So, ( ) ( ) 1 0,  1 dF.

Then, {( ) 1}dF(x)=0.

F

:*** (x: ) = ( ) 1.*****

f x dx

x
f x dx
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Homework
: (1).  Discuss if 

satisfies the conditions (1) and (2)  in slide page 7;

: (2). Have you been learning anything from my lectures?  

Please describe briefly. Also, please give me an information of your 
specialized field of study; such as Mathematical Statistics, Applied Statistics 
and Probability Theory and etc.

1h(t: ) = t{2F( F ( ))}t  


